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Abstract. Given any biordered set E, we may form the idempotent-generated semigroup FE ,
which is generated by the set E, subject to the relations ef = e∗f whenever e and f are elements
of E and e ∗ f is a basic product. Easdown proved in 1985 that the biordered set of FE is biorder
isomorphic to E, thus demonstrating that the biordered set axioms, introduced by Nambooripad
in 1974, characterise certain partial algebras of idempotents of semigroups. Relatively little is
known about the general structure of FE , though it is known that every group can arise as a
maximal subgroup of FE for some E, and that, as a consequence, the word problem is unsolvable.
In this article, presentations for maximal subgroups are studied using homomorphic images of
fundamental groups of graphs associated with D-classes of the biordered set E. To illustrate
the technique, small biordered sets E are constructed where FE contains maximal subgroups
which are cyclic of order two and free abelian on two generators respectively, the second of which
reconstructs an example due to Dolinka.

1. Introduction

It is a longstanding theme to understand roles played by idempotents in algebras. Howie [25]
proved that every semigroup embeds in a semigroup generated by idempotents, at about the
same time that Munn [28,29] discovered a method for recovering information about inverse semi-
groups from partial symmetries of their semilattices of idempotents. This led to many different
generalisations, particularly within the class of regular semigroups, and was the driving force
behind Nambooripad’s successful characterisation [32, 33] of systems of idempotents of regular
semigroups, through his invention of biordered sets and and associated sandwich sets. Removing
references to sandwich sets, one then obtains a general axiomatic definition of biordered sets,
which was conjectured for a long time to characterise systems of idempotents of arbitrary (not
necessarily regular) semigroups. That this characterisation turns out to be correct was proved
in [16], using the semigroup FE (also called IG(E) in the literature) freely generated by an ab-
stract biordered set E, subject to the relations of the biordered set. If one starts with an abstract
biordered set E, then E is in a natural bijective correspondence with the idempotents of FE ,
and this bijection respects the biorder relations between elements (made precise below using the
notion of arrows and basic products in a biordered set). Attempting to understand the structure
of FE has intrigued many authors, and much progress has been made, including the result, by
Gray and Ruskuc [20], that the general word problem for FE is undecidable, the proof of which is
a consequence of the fact that all groups (in particular, those with an unsolvable word problem)
arise as maximal subgroups of FE for some E. By contrast, many of the earlier investigations
(see, for example, [30, 34–36]) had only fully worked out the details in certain classes of cases, in
which the maximal subgroups turned out to be free.

The general difficulty, or intractability, of working with FE is illustrated by the fact that the
first example of a biordered set E for which it could be proved that the maximal subgroups are
not free did not appear in the literature until 2009, when Brittenham, Meakin and Margolis [1]
exhibited a semigroup with seventy-two elements with biordered set E, such that FE contains
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maximal subgroups that are free abelian of rank two. In fact, McElwee [31] had discovered, but
not published, an example prior to this, with sixteen elements and maximal subgroups that are
cyclic of order two, and this example appears below. Dolinka [10] subsequently found a semigroup,
in fact a band with twenty elements, also with maximal subgroups that are free abelian of rank
two, which is also reconstructed and explored below.

The results of Gray and Ruskuc [20] rely on finding a presentation for maximal subgroups of FE ,
using a Reidemeister-Schreier method and general combinatorial semigroup machinery developed
by Ruskuc [37]. By contrast, the methods of Brittenham, Meakin and Margolis [1] are topological
in nature, related to graph-theoretical techniques of Graham [19] and Houghton [24]. In this
paper, we provide presentations for the maximal subgroups of FE , using homomorphic images of
fundamental groups of graphs, which are particularly amenable for investigating small examples.
These equivalent methods involve incorporating relators that arise from so-called singular squares
in the biordered set. Gray and Ruskuc [20] renewed interest in the field, generating activity in
finding simplifications or focusing on particular classes of semigroups. They proved [21] that sym-
metric groups arise as maximal subgroups of FE when E is the biordered set of a transformation
semigroup. Dolinka [11], and also with Gray [12], extended these results to partial transformation
semigroups and full linear semigroups respectively. Dolinka and Rukuc [14] also showed that all
groups can arise as maximal subgroups of FE when the E comes from a band, and Dandan and
Gould [6] also showed that all groups can arise, but using a simplified wreath product construc-
tion. Dandan and Gould [7, 8], and also with Dolinka [4, 5] and Quinn-Gregson [9], explore the
word problem for FE , and examine the structure of FE beyond maximal subgroups, in a range of
other settings. Easdown, Sapir and Volkov [17] adapt the word argument of [16] to show that all
periodic elements in FE belong to subgroups. Dolinka, Gray and Ruskuc [13] shift the empha-
sis further away from maximal subgroups of FE , considering the interplay between regular and
nonregular elements, and associated word problems.

In Section 2, we establish terminology and the arrow notation used to describe relationships
between idempotents in a biordered set. We explain definitions related to singular squares in
a biordered set E, and define FE , the semigroup freely generated by elements of E, subject to
relations arising from basic products in E. A method is introduced for creating ideal extensions
of Rees matrix semigroups, using transformation and dual transformation semigroups and semi-
groups of strictly row and column monomial matrices. This is a special case, tailored for our
purposes, of a general construction of Clifford [2], who investigated ideal extensions of completely
simple semigroups. Several examples are given, which coalesce, later, to fully describe, up to
isomorphism, the semigroup FE for each of the biordered sets E constructed in the final two
sections. Section 2 finishes by setting up the machinery for processing group presentations that
arise as images of fundamental groups of graphs, using, as generators, edges that do not appear
in a spanning tree for the graph. We explain how graphs naturally arise from D-classes of a
biordered set E, which are the connected components of E using paths consisting of alternating
double arrows.

Section 3 provides a presentation of the maximal subgroups (all of which are isomorphic)
associated with a given D-class of E, based on singular squares located throughout the associated
graph Γ. One first chooses a spanning tree T for Γ, then locates directed edges that do not lie in T ,
to be used as generators in the presentation, and then writes down traversals of singular squares
in Γ, to be used as relators. In Sections 4 and 5, we find presentations of maximal subgroups
associated with D-classes of FE in some special cases. In Section 4, we analyse McElwee’s example
[31], with cyclic maximal subgroups of order two. The underlying semigroup is a band with sixteen
elements and FE is finite and isomorphic to an ideal extension of a Rees matrix semigroup by a
left-zero band. Section 5 analyses an example of Dolinka [10], with maximal subgroups that are
free abelian of rank two. The underlying semigroup is a band with twenty elements and FE is
infinite and isomorphic to an ideal extension of one Rees matrix semigroup by another.
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2. Preliminaries

Standard terminology and facts about semigroups and Green’s relations H, L, R and D as
given in say [3], [23] or [26], will be assumed. Denote the set of idempotents of a semigroup S by
E(S). Denote the full transformation semigroup on a set X by TX , and its dual by T ∗

X . Elements
of TX are composed from left to right, whereas elements of T ∗

X are composed from right to left.
Let I and J be nonempty indexing sets and G be a group. Let P be a J × I sandwich matrix

with entries from G, and recall that we may form the Rees matrix semigroup

M = M(G, I × J, P ) = {(i, g, j) | i ∈ I, j ∈ J , g ∈ G}

with associative multiplication

(i, g, j)(k, h, ℓ) = (i, gPjkh, ℓ) ,

for all i, k ∈ I, j, ℓ ∈ J and g ∈ G. The idempotents of M have the form (i, P−1
ji , j) as i and

j range over I and J respectively, where P−1
ji denotes the inverse of Pij in G. If all elements of

P are the group identity element 1 (which occurs automatically if G is trivial) then the rule for
multiplication trivialises in the middle coordinate, and by making the identification

(i, j) ≡ (i, 1, j) ,

we have rectangular band multiplication:

(i, j)(k, ℓ) = (i, ℓ) .

If, further, the indexing set I [J ] has exactly one element, then M becomes a right-zero [left-zero]
band. Put G0 = G∪̇{0}, where 0 behaves as a zero. Recall (see, for example, [3]) that we may
form the following semigroups using formal matrix multiplication:

M(J) = { J × J strictly row monomial matrices over G0 }

and

M∗(I) = { I × I strictly column monomial matrices over G0 } .

Note that M∗(I) is anti-isomorphic to M(I) under transposition.

Example 2.1. Put M = {e, f, g, h} where

e =

 1 0 0

0 1 0

1 0 0

 , f =

 1 0 0

0 1 0

0 a 0

 , g =

 1 0 0

0 1 0

b 0 0

 , h =

 1 0 0

0 1 0

0 1 0

 ,

where G is any nontrivial group and a and b are elements of G not equal to the identity element.

Then M is a left-zero band and a subsemigroup of M(J) where J = {1, 2, 3}. In an application

below, we take a = b and G to be a cyclic group of order 2, where a is the generator of G.

Example 2.2. Put M = {e, f, g, h} where

e =


1 0 0 1

0 1 1 0

0 0 0 0

0 0 0 0

 , f =


0 0 0 0

0 1 1 0

0 0 0 0

1 0 0 1

 , g =


0 0 0 0

0 0 0 0

0 1 1 0

1 0 0 1

 , h =


1 0 0 1

0 0 0 0

0 1 1 0

0 0 0 0

 .

Then M is also a four element left-zero band (isomorphic to the band of the previous example)

and a subsemigroup of M∗(I) where I = {1, 2, 3, 4} and G is any group.
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Example 2.3. Let G be an infinite cyclic group generated by b. Put

M = {αn, βn, γn, δn | n ∈ Z}

where, for each integer n,

αn =


0 bn 0 0

0 bn 0 0

0 0 bn 0

0 0 bn 0

 , βn =


bn 0 0 0

bn 0 0 0

0 0 0 bn

0 0 0 bn

 ,

δn =


0 bn−1 0 0

0 bn 0 0

0 0 bn 0

0 0 bn−1 0

 , γn =


bn 0 0 0

bn+1 0 0 0

0 0 0 bn+1

0 0 0 bn

 .

Then the following rules for multiplication hold, for any m,n ∈ Z:

αmαn = αmδn = βmαn = αm+n , βmβn = βmγn = αmβn = βm+n ,

γmγn = γmβn = δmγn = γm+n , δmδn = δmαn = γmδn = δm+n ,

αmγn = βm+n+1 , γmαn = δm+n+1 , βmδn = αm+n−1 , δmβn = γm+n−1 ,

from which it follows that M is a subsemigroup of M(I) where I = {1, 2, 3, 4}. Further, one may

check that the Rees matrix semigroup

M = M

(
G, {1, 2} × {1, 2},

[
1 1

1 b

])
(1)

is isomorphic to M using the following mapping µ from M to M defined by the following rule:

µ : (i, bn, j) 7→



α−n if (i, j) = (1, 1)

β−n if (i, j) = (1, 2)

δ−n if (i, j) = (2, 1)

γ−n−1 if (i, j) = (2, 2) .

(2)

Example 2.4. Again let G be an infinite cyclic group generated by b and put

M = {αn, βn, γn, δn | n ∈ Z}

where, for each integer n, by contrast with the previous example,

αn =


bn 0 0 bn+1

0 bn bn+1 0

0 0 0 0

0 0 0 0

 , βn =


bn 0 0 bn

0 bn bn 0

0 0 0 0

0 0 0 0

 ,

δn =


0 0 0 0

0 0 0 0

0 bn−1 bn 0

bn−1 0 0 bn

 , γn =


0 0 0 0

0 0 0 0

0 bn bn 0

bn 0 0 bn

 .
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One may check that the same rules for multiplication hold as in the previous example, but now

M is a subsemigroup of M∗(I) where I = {1, 2, 3, 4}. Again M is isomorphic to the Rees matrix

semigroup M defined by (1) and the mapping µ defined by (2) becomes an isomorphism.

Consider M(J), where J is any nonempty set, and let A ∈ M(J). For each j ∈ J there exists
a unique k ∈ J such that Ajk is nonzero, inducing a mapping ρA : J → J such that

(∀j ∈ J) Aj,jρA ̸= 0 .

For all A,B,C ∈ M(J), the equation AB = C implies that

(∀j ∈ J) jρAρB = jρC and Aj,jρABjρA,jρAρB = Cj,jρC .

In particular, ρAρB = ρAB for all A,B ∈ M(J), so that ρ : M(J) → T (J) is a semigroup
homomorphism. Moreover, ρ is always onto, and an isomorphism when G is trivial.

Consider M∗(I), where I is any nonempty set. Dually, for each A ∈ M∗(I), there is an induced
mapping λA : I → I such that

(∀i ∈ I) AλAi,i ̸= 0 .

Note here that the action of λA is on the left (by contrast to the mapping ρA above, where the
action is on the right). Further, we have, for all A,B,C ∈ M∗(I), that AB = C implies that

(∀i ∈ I) λAλBi = λCi and AλAλBi,λBiBλBi,i = CλC i,i .

In particular, dual to the above, λAλB = λAB for all A,B ∈ M(I), so that λ : M∗(I) → T ∗(I) is
a semigroup homomorphism. As before, λ is always onto, and an isomorphism when G is trivial.

Consider the Rees matrix semigroup M = M(G, I × J, P ), and suppose that we have a semi-
group S and two homomorphisms

L : S → M∗(I) , and R : S → M(J) .

We wish to combine S and M in a natural way, using disjoint union, and the transformation and
dual transformations actions that arise by applying L and R to S, to form a semigroup S∪̇M,
which will turn out to be an ideal extension of M. We first decongest the notation. Consider
α ∈ S so that

Lα ∈ M∗(I) and αR ∈ M(J) ,

inducing the dual transformation λLα ∈ T ∗(I) and transformation ραR ∈ T (J) respectively. We
write

αi ≡ λLαi (∀i ∈ I) and jα ≡ jραR (∀j ∈ J) ,

noting actions on the left and right respectively. We also wish to impose the following condition,
referred to as the adjoint property, describing a type of conjugation relation:

(∀α ∈ S) (αR)P = P (Lα) . (3)

As a consequence of (3), using our notation, (αR)j,jα ̸= 0 and (Lα)αk,k ̸= 0 for all α ∈ S, j ∈ J
and k ∈ I, and

(αR)j,jαPjα,k = Pj,αk(Lα)αk,k . (4)

Note that (3) simplifies to the following condition, in the case that the images of L and R contain
only matrices with zeros and ones:

Pjα,k = Pj,αk (5)

for all α ∈ S, j ∈ J and k ∈ I. This is the case if G happens to be trivial, in which case (3)
holds trivially anyway, as all entries of the sandwich matrix P would be 1. We have the following
general result, providing a natural semigroup multiplication on S∪̇M, which then becomes an
ideal extension of M. This may also be deduced from a general construction of Clifford, describing
ideal extensions of completely simple semigroups [2].
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Proposition 2.5. Suppose that M = M(G, I × J, P ) is a Rees matrix semigroup and S is a

semigroup for which there are homomorphisms L : S → M∗(I) and R : S → M(J) such that the

adjoint property (3) holds. Then the set S∪̇M becomes a semigroup with multiplication, extending

the multiplications of S and M, given by, for all α ∈ S, i ∈ I, j ∈ J and g ∈ G,

α(i, g, j) =
(
αi, (Lα)αi,i g, j

)
and (i, g, j)α =

(
i, g(αR)j,jα, jα

)
.

Proof. The verification of associativity is routine, and we mention only the following case, which

relies on the adjoint property: for α ∈ S and (i, g, j), (k, h, ℓ) ∈ R, we have, by (4),(
(i, g, j)α

)
(k, h, ℓ) =

(
i, g(αR)j,jα, jα

)
(k, h, ℓ) =

(
i, g(αR)j,jαPjα,k h, ℓ

)
=
(
i, gPj,αk(Lα)αk,kh, ℓ) = (i, g, j)

(
αk, (Lα)αk,kh, ℓ

)
= (i, g, j)

(
α(k, h, ℓ)

)
.

□

The following result is routine to prove directly, and also follows from Proposition 2.5 when G
is trivial, noting that M(J) and M∗(I) become isomorphic to T (J) and T ∗(I) respectively, and
that (3) then holds automatically:

Corollary 2.6. Suppose that R is a rectangular band and S is a subsemigroup of T ∗(I)× T (J).

The set S∪̇R becomes a semigroup with multiplication, extending the multiplications of S and R,

given by, for all α ∈ S, i ∈ I and j ∈ J ,

α(i, j) = (αi, j) and (i, j)α = (i, jα) .

In particular, if S is a band then S∪̇R is a band, which is an ideal extension of R.

Example 2.7. We now coalesce Examples 2.1 and 2.2 to create a novel ideal extension of the Rees

matrix semigroup M = M(G, I × J, P ), where G = ⟨a⟩ = {1, a} is a cyclic group of order two,

I = {1, 2, 3, 4}, J = {1, 2, 3} and

P =

 1 1 1 1

1 a a 1

1 1 a a

 .

Let S = {e, f, g, h} be a four element left-zero semigroup and define isomorphisms R : S → M(J)

and L : S → M∗(I) of left-zero semigroup as follows:

eR =

 1 0 0

0 1 0

1 0 0

 , fR =

 1 0 0

0 1 0

0 a 0

 , gR =

 1 0 0

0 1 0

a 0 0

 , hR =

 1 0 0

0 1 0

0 1 0

 ,

Le =


1 0 0 1

0 1 1 0

0 0 0 0

0 0 0 0

 , Lf =


0 0 0 0

0 1 1 0

0 0 0 0

1 0 0 1

 , Lg =


0 0 0 0

0 0 0 0

0 1 1 0

1 0 0 1

 , Lh =


1 0 0 1

0 0 0 0

0 1 1 0

0 0 0 0

 .
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It is then routine to check, by direct calculation, that the adjoint property (3) holds everywhere.

For example,

(hR)P =

 1 1 1 1

1 a a 1

1 a a 1

 = P (Lh) .

By Proposition 2.5, S∪̇M is a semigroup, and an ideal extension of M by S.

Example 2.8. We now coalesce Examples 2.3 and 2.4 to create a novel ideal extension of the Rees

matrix semigroup M = M(G, I × I, P ), where G = ⟨a, b⟩ ≡ C∞ × C∞ is a free abelian group of

rank two generated by a and b, I = {1, 2, 3, 4} and

P =


1 1 1 1

1 1 b b

1 a ab b

1 a a 1

 .

Let S = M(H, J × J,Q) be the Rees matrix semigroup where H = ⟨b⟩ ≡ C∞ is the infinite cyclic

subgroup of G generated by b, J = {1, 2} and

Q =

[
1 1

1 b

]
.

Define a homomorphism R : S → M(I), with action on the right, motivated by (2), the rule for

µ above, using the matrices in Example 2.3, by the following, for any integer n:

(1, bn, 1)R =


0 b−n 0 0

0 b−n 0 0

0 0 b−n 0

0 0 b−n 0

 , (1, bn, 2)R =


b−n 0 0 0

b−n 0 0 0

0 0 0 b−n

0 0 0 b−n

 ,

(2, bn, 1)R =


0 b−n−1 0 0

0 b−n 0 0

0 0 b−n 0

0 0 b−n−1 0

 , (2, bn, 2)R =


b−n−1 0 0 0

b−n 0 0 0

0 0 0 b−n

0 0 0 b−n−1

 .

Define a homomorphism L : S → M∗(I), with action now on the left, again motivated by (2),

but instead using the matrices in Example 2.4, by the following, for any integer n:

L(1, bn, 1) =


b−n 0 0 b−n+1

0 b−n b−n+1 0

0 0 0 0

0 0 0 0

 , L(1, bn, 2) =


b−n 0 0 b−n

0 b−n b−n 0

0 0 0 0

0 0 0 0

 ,

L(2, bn, 1) =


0 0 0 0

0 0 0 0

0 b−n−1 b−n 0

b−n−1 0 0 b−n

 , L(2, bn, 2) =


0 0 0 0

0 0 0 0

0 b−n−1 b−n−1 0

b−n−1 0 0 b−n−1

 .
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We can now check the adjoint property (3):

(
(1, bn, 1)R

)
P =


b−n b−n b−n+1 b−n+1

b−n b−n b−n+1 b−n+1

b−n ab−n ab−n+1 b−n+1

b−n ab−n ab−n+1 b−n+1

 = P
(
L(1, bn, 1)

)
,

(
(1, bn, 2)R

)
P =


b−n b−n b−n b−n

b−n b−n b−n b−n

b−n ab−n ab−n b−n

b−n ab−n ab−n b−n

 = P
(
L(1, bn, 2)

)
,

(
(2, bn, 1)R

)
P =


b−n−1 b−n−1 b−n b−n

b−n b−n b−n+1 b−n+1

b−n ab−n ab−n+1 b−n+1

b−n−1 ab−n−1 ab−n b−n

 = P
(
L(2, bn, 1)

)
,

(
(2, bn, 2)R

)
P =


b−n−1 b−n−1 b−n−1 b−n−1

b−n b−n b−n b−n

b−n ab−n ab−n b−n

b−n−1 ab−n−1 ab−n−1 b−n−1

 = P
(
L(2, bn, 2)

)
.

By Proposition 2.5, S∪̇M is a semigroup, and an ideal extension of M by S.

Let E be a partial algebra with a partial multiplication denoted by ∗ with domain DE . If
(e, f) ∈ DE then e ∗ f is called a basic product in E. It is common to use juxtaposition to denote
basic products in partial algebras, but in this context we reserve juxtaposition for concatenation
of letters and words in the free semigroup E+ generated by E. Following the arrow notation
introduced in [15,16], define relations >−− (the left arrow) and −−−> (the right arrow) on E by

e>−− f if (e, f) ∈ DE and e ∗ f = e ,

and
e−−−>f if (e, f) ∈ DE and f ∗ e = e ,

together with the following abbreviations:

>−−< = >−− ∩ −−< , <−−−−−> = <−−− ∩ −−−> , >−−−> = >−− ∩ −−−> .

Recall that E is a biordered set when the left and right arrows are preorders,

DE = >−− ∪ −−−> ∪ <−−− ∪ −−< ,

and the following axioms hold:

(B2.1), (B(2.1)*, (B2.2), (B(2.2)*, (B3.1), (B(3.1)*, (B3.2), (B(3.2)*, (B4), (B(4)*,

as described in [15,16]. These are a slight reformulation of Nambooripad’s original list of biordered
set axioms (see [32, 33]), avoiding the use of sandwich sets. We do not need to refer directly to
these axioms in this article, though (B2.1) and (B2.2) and their duals are invoked implicitly in
building arrow diagrams below.

The set E = E(S) of idempotents of a semigroup S forms a biordered set by restricting the
domain of the semigroup multiplication to pairs (e, f) ∈ E × E such that such that e is a left or
right zero for f , or f is a left or right zero for e. As usual, E(S) with this partial multiplication
is referred to as the biordered set of S.
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It is far from routine, however, to show that an arbitrary biordered set E arises in this way,
that is, that E can be identified in a natural way with the biordered set of some semigroup.
This is in fact true (Theorem 2.9 below), and to make this precise we need the following notions.
Let E and F be arbitrary biordered sets. A biordered set morphism from E to a boset F is a
mapping θ : E → F such that (eθ, fθ) ∈ DF and (ef)θ = (eθ)(fθ) for all (e, f) ∈ DE . A biordered
set isomorphism from E to F is a bijective mapping θ : E → F such that both θ and θ−1 are
biordered set morphisms, in which case we may write E ∼= F . Define the semigroup FE (also
denoted by IG(E) in the literature) by the following semigroup presentation:

FE = ⟨E | ef = e ∗ f for all basic products e ∗ f in E⟩ . (6)

Here the biordered set E appears as the alphabet used as the generating set. Elements of FE are
therefore equivalence classes of words over the free semigroup E+, where two words are equivalent
if one can be transformed into the other by some finite sequence of elementary transitions, which
have the form of replacing a word ef by a basic product e ∗ f where (e, f) ∈ DE , or vice versa.
We denote equivalence of words in this sense by ≈ and the ≈-equivalence class of a word w ∈ E+

by [[w]]. Thus FE =
{
[[w]]

∣∣ w ∈ E+
}
and the mapping from E+ to FE that sends a word w to

its equivalence class [[w]] is a surjective semigroup homomorphism. In fact, the natural mapping
from letters in E to their equivalence classes in FE is a biordered set isomorphism:

Theorem 2.9. [16] If E is a biordered set then the natural map: E → E(FE), e 7→ [[e]], for all

e ∈ E, is a biordered set isomorphism, so that, as biordered sets, E ∼= E(FE).

This shows that the biordered set axioms characterise partial algebras of idempotents of semi-
groups, where multiplication is restricted to pairs of idempotents where one idempotent is a left or
right zero of the other. Consequently, due to associativity in the semigroup, arbitrary bracketings
in expressions of elements in the biordered set do not alter outcomes, so that brackets may be dis-
pensed with, provided the appropriate basic products are defined. A diagram involving biordered
set elements and arrow relations between them is referred to as a skeleton, especially when (in
small cases) it captures every element of E. Such diagrams may imply information about the
positioning of relevant basic products that exist in E.

A basic product e∗f in a biordered set E is called trivial if e∗f = e or e∗f = f , and nontrivial
otherwise. Whenever any basic product e ∗ f exists, then the basic product f ∗ e exists and at
least one of these will be trivial. A left-right singular square in E is any one of the quadruples

(x, y, z, w) , (y, z, w, x) , (z, w, x, y) , (w, x, y, z) , (x,w, z, y) , (w, z, y, x) , (z, y, x, w) , (y, x, w, z) ,

associated with the following diagram in the biordered set E, with basic products y = x ∗ f and
z = w ∗ f , for some f ∈ E such that there are right arrows from both x and w to f :

x y = x ∗ f

w z = w ∗ f

f

in which case, using the biordered set relations (see (6)), we have, in FE ,

[[xyzwx ]] = [[ yw ]] = [[xfw ]] = [[xw ]] = [[x ]]
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and
[[xwzyx ]] = [[xzx ]] = [[xwfx ]] = [[xfx ]] = [[x2 ]] = [[x ]] ,

and similarly

[[ yzwxy ]] = [[ yxwzy ]] = [[ y ]] , [[ zwxyz ]] = [[ zyxwz ]] = [[ z ]] ,

[[wzyxw ]] = [[wxyzw ]] = [[w ]] .

By contrast, an up-down singular square in E is again any one of the quadruples listed above,
but now associated with the following diagram, with basic products x = f ∗ w and y = f ∗ z, for
some f such that there are left arrows from both w and z to f :

f ∗ w = x y = f ∗ z

w z

f

in which case, by dual use of the biordered set relations,

[[xyzwx ]] = [[xwzyx ]] = [[x ]] , [[ yzwxy ]] = [[ yxwzy ]] = [[ y ]] ,

[[ zwxyz ]] = [[ zyxwz ]] = [[ z ]] , [[wzyxw ]] = [[wxyzw ]] = [[w ]] .

This proves the following lemma:

Lemma 2.10. If (x, y, z, w) is a singular square in a biordered set E, of either up-down or

left-right type, then [[xyzwx]] = [[x]] in FE.

We call a singular square nontrivial if all of the four vertices in the quadruple (making up the
square in the diagram) are distinct, and trivial otherwise.

Suppose that E = E(S) is the biordered set of a semigroup S. Clearly, if e, f ∈ E then
e <−−−−−> f if and only if e R f , and e >−−< f if and only if e L f , so that, when restricted to
idempotents of S, we may use Green’s relations R and L interchangeably with <−−−−−> and >−−<
respectively. Now Green’s relation D on S is the join of L and R. It is convenient also to use
the symbol D to denote the join of the relations <−−−−−> and >−−< in an arbitrary biordered set
E, which in this context means that, for e, f ∈ D, we have e D f if and only if there is some
(possibly empty) chain of alternating double left and right arrows that begins with e and ends
with f . When this happens we say that e and f are connected in the biordered set. These two uses
of the symbol D have to be read in context. Whilst e D f in E implies e D f in any semigroup
S for which E = E(S), the converse may fail: for example in a Brandt semigroup we may have
D-related idempotents that are not connected in the underlying biordered set (which, in the case
of a Brandt semigroup, is a semilattice). Suppose further that x, y, z, w ∈ E = E(S) with

x R y L z R w L x or x L y R z L w R x .

By Green’s Lemma, in both cases, the element xyzwx in S lies in Hx, the H-class of x, which
is a group with identity element x. In general, there is no reason to expect xyzwx to coincide
with x (though it always will if S is a band, or if the four elements are not distinct). However,
if the quadruple (x, y, z, w) is a nontrivial singular square in E, then, by Lemma 2.10, the word
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xyzwx does represent the same element as x in FE (and consequently xyzwx = x in S). This
observation is crucial in the development below of presentations for maximal subgroups in FE .

Maximal subgroups of semigroups are, of course, H-classes of idempotents, and are isomorphic
wherever they may occur throughout any given D-class of the semigroup. In trying to understand
properties of the semigroup FE , and in particular its maximal subgroups, it is natural then to
focus on the D-classes of elements of E, which are the maximal connected subsets of E with
respect to the join of L and R. An important first step in our investigation is to create a certain
undirected graph, defined below, associated with a given D-class of E. The idea is to regard
the idempotents of the (connected) D-class as vertices, spread out in a certain way according
to orderings of the L and R-classes, and then convert the double left and double right arrows
between adjacent idempotents into edges of the graph.

Consider a graph Γ with set of vertices V . We assume that Γ is simple, in the sense that there
are no loops at any vertex, and multiple edges between the same pair of vertices are prohibited.
A path in Γ will be identified with a nonempty word over the alphabet V with a certain property
(see below). The edges of Γ are undirected, but paths are always directed. Note however that an
edge, when identified with the path specified by the two vertices that define the edge, in one of
two possible orders, becomes directed. A (directed) path π in Γ is a sequence

π = v1v2 . . . vk

of vertices v1, . . . , vk ∈ V , where k ≥ 1, such that vi = vi+1 or vi and vi+1 define an (undirected)
edge in Γ, for i = 1, . . . , k−1. Note that we allow repetition of vertices. For the path π above, we
say that the vertex v1 is the source and the vertex vk is the target. If k = 1 then π = v1 becomes
a single vertex, called a trivial path (and the source and target coincide). We may concatenate
paths π1 = v1 . . . vk and π2 = vk . . . vℓ, as words in the free semigroup V +, to form

π1π2 = v1 . . . vkvk . . . vℓ ,

provided the source of π2 coincides with the target of π1. Note that the vertex vk is duplicated
by this process of concatenation, though we may remove one of the duplicates, using equivalence
of paths (defined below). If π = v1 . . . vk is a path then we define the inverse path

π−1 = vk . . . v1 ,

by reversing the order of the vertices (that is, reversing π as a word). In particular, a single edge
v1v2, regarded as a directed path, has v2v1 as its inverse, which uses the same underlying edge,
but interchanges its source and target. An elementary transition is the following process, or its
inverse, which replaces a path v1 . . . vk by either

(i) v1 . . . vi−1vivivi+1 . . . vn

for some i, duplicating one of the vertices next to itself, or

(ii) v1 . . . vi−1vivvivi+1 . . . vn

for some i and vertex v, where v and vi are the vertices of some edge in Γ. Alternative (ii) has
the effect of inserting into the path an arbitrary edge whose source lies in the path, immediately
followed by the edge represented by its inverse. In particular, we may use elementary transitions
to insert or remove a duplicate of any given vertex appearing in a path. Note that the result of
concatenating v1 . . . vk and vk . . . vℓ is v1 . . . vkvk . . . vℓ, which may become

v1 . . . vk . . . vℓ = v1 . . . vℓ ,

by using an elementary transition to remove one of the duplicates of vk. Two paths π1 and π2
are equivalent, and we write π1 ∼ π2 , if there is some (possibly empty) sequence of elementary
transitions that takes π1 to π2. Denote the ∼-equivalence class of a path π by [π] and define the
multiplication of equivalence classes by

[π1][π2] = [π1π2]
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whenever the source of π2 coincides with the target of π1. This multiplication is well-defined and
referred to as concatenation of equivalence classes of paths.

A spanning tree for Γ is a connected subgraph T of Γ with the same vertex set as Γ such that
T contains no cycles. The following facts are well-known:

Proposition 2.11. Suppose that Γ is a connected graph and e a given vertex of Γ. A spanning

tree T always exists (though is not necessarily unique) and the following hold:

(a) the graph T is a maximal subtree of the undirected graph Γ;

(b) if any other edge of Γ is added to T then a cycle is created (as an undirected graph);

(c) for all v ∈ V (Γ) there exists a unique shortest path in T , denoted by τv, that starts at e

and finishes at v.

Theorem 2.12. [27] The set of equivalence classes of paths in Γ forms a groupoid under con-

catenation, with inversion defined by [π]−1 = [π−1], and maximal subgroups{
[π]
∣∣ source and target of π equal v

}
,

where v ranges over the vertex set of Γ. The maximal subgroups are free and, when Γ is connected,

isomorphic to the fundamental group of Γ, of rank the difference between the number of edges of

Γ and the number of edges of a spanning tree of Γ.

We can be more explicit about the free generators in the case that Γ is connected:

Theorem 2.13. [27] Suppose that Γ is connected with spanning tree T and e is a fixed vertex

of Γ. Then the fundamental group F of the graph Γ, with respect to the base point e, is freely

generated by equivalence classes of paths

[τx(xy)τ
−1
y ]

where x−−−− y is an edge of γ not in T .

Thus we may identify F with the free group GA with respect to an alphabet A consisting of labels
of edges of Γ that do not lie in T , with each such edge given one of two possible orientations
(thereby becoming a directed edge).

Consider a finite biordered set E and e ∈ E. We will construct a simple graph Γ associated
with the D-class of e. Define the vertex set of Γ to be

V = V (Γ) = { f ∈ E | f is connected to e by a sequence of alternating double arrows} ,

which is the set of elements in the D-class of E containing e. We will form edges in Γ in a natural
way by identifying Γ with a subset of a rectangle. Let I and J be indexing sets for the R and
L-classes respectively of V , both of which we may assume to be totally ordered by a relation
denoted by < in each case (since E is finite). The intersection of an R-class with an L-class is
either empty or a singleton set. (All intersections are nonempty if and only if V is rectangular.)
Hence we may suppose that

V ⊆ {xij | i ∈ I , j ∈ J } ,
where xij ∈ V if and only if {xij} is the nonempty intersection of the ith R-class with the jth
L-class. Observe that

xij , xiℓ ∈ V if and only if xij <−−−−−> xiℓ in E ,

xij , xkj ∈ V if and only if xij >−−< xkj in E .
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We now choose (undirected) edges
xij −−−− xkℓ

whenever
(i) i = k and j covers ℓ, or ℓ covers j, with respect to the < ordering of J ,

or
(ii) j = ℓ and i covers k, or k covers i, with respect to the < ordering of I.

Example 2.14. If we have the following D-class of E:

e = x11 x13 x14

x24

x31 x33

x21 x22

then Γ becomes the following simple graph:

e = x11 x13 x14

x24

x31 x33

x21 x22

We now explain how to create paths in the graph Γ from certain words. Suppose that f, g ∈
V = V (Γ), the D-class of e in the biordered set E, and consider the word fg. Define

p(f) = f ,

the trivial path from f to f (where “p” stands for “path”). If f = g then put

p(fg) = fg = ff ,

so that p(fg) = ff ∼ f = p(f), and also p(fg) = ff ≈ f = p(f). Consider the case that f ̸= g
and f <−−−−−>g. Then, there is some sequence of edges in Γ:

xij −−−−xij1 −−−− . . . −−−−xijr −−−−xiℓ

where j < j1 < . . . < jr < ℓ, using coverings with respect to the ordering < of J , with either (i)
f = xij and g = xiℓ, or (ii) f = xiℓ and g = xij . Put

p(fg) =

{
xijxij1 . . . xijrxiℓ in case (i), or

xiℓxijr . . . xij1xij in case (ii).

This path moves from left to right, or right to left, along successive edges in a given R-class. Now
consider the case that f ̸= g and f >−−<g, so there is some sequence of edges in Γ:

xij −−−−xi1j −−−− . . . −−−−xisj −−−−xkj
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where i < i1 < . . . < is < k, using coverings with respect to the ordering < of I, with either (i)
f = xij and g = xkj , or (ii) f = xkj and g = xij . Put

p(fg) =

{
xijxi1j . . . xisjxik in case (i), or

xikxisj . . . xi1jxij in case (ii).

This path moves up or down, along successive edges in a given L-class. As a word in E+,

p(fg) ≈


f if f = g.

g if f <−−−−−>g,

f if f >−−<g,

using idempotency, the R-relation and the L-relation in FE respectively, so that, in particular

[[ p(fg) ]] = [[ fg ]] . (7)

Write He for H[[e]], the H-class of [[e]] in FE . Suppose that x1, . . . , xn ∈ E such that

[[x1 . . . xn]] ∈ He .

We will define a path p(x1 . . . xn) in Γ such that, regarded as a word over the alphabet E,

[[ p(x1 . . . xn) ]] = [[x1 . . . xn ]] . (8)

in FE . Put β = [[x1 . . . xn]] and let γ be the inverse of β in He. Using the method of FitzGerald
(see [18] and also [22]), put

αi = [[xi+1 . . . xn]] γ [[x1 . . . xn]] (9)

for i = 1, . . . , n− 1. Then for all i we have α2
i = αi = [[yi]], for some yi ∈ E, and

β = [[e(x1 ∗ y1)y1(y1 ∗ x2)y2(y2 ∗ x3) . . . yn−1(yn−1 ∗ xn)e]] ,
giving the following arrow diagram in E:

e <−−−−−> e ∗ x1 >−−<y1<−−−−−>y1 ∗ x2>−−<y2<−−−−−> y2 ∗ x3 >−−< . . .

x1 x2 x3 . . .

x1 ∗ y1 x2 ∗ y2 x3 ∗ y3

. . . >−−<yn−1<−−−−−> yn−1 ∗ xn>−−< e

xn. . .

xn ∗ e

inducing a path in Γ, denoted by p(x1 . . . xn), that starts and finishes at e:

p(x1 . . . xn) = p
(
e(x1 ∗ y1)

)
p
(
(x1 ∗ y1)y1

)
p
(
y1(y1 ∗ x2)

)
p
(
(y1 ∗ x2)y2

)
p
(
y2(y2 ∗ x3)

)
. . . p

(
yn−1(yn−1 ∗ xn)

)
p
(
(yn−1 ∗ xn)e

)
, (10)

the result of concatenating paths of the form p(fg) where f <−−−−−>g or f >−−<g. Note that if
n = 1 then x1 = e, and (10) should be interpreted as

p(x1) = p(e) = e .
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As an element of FE , we have[[
p(x1 . . . xn)

]]
=
[[

p
(
e(x1 ∗ y1)

)
p
(
(x1 ∗ y1)y1

)
p
(
y1(y1 ∗ x2)

)
p
(
(y1 ∗ x2)y2

)
p
(
y2(y2 ∗ x3)

)
. . . p

(
yn−1(yn−1 ∗ xn)

)
p
(
(yn−1 ∗ xn)e

) ]]
,

=
[[

p
(
e(x1 ∗ y1)

) ]] [[
p
(
(x1 ∗ y1)y1

) ]] [[
p
(
y1(y1 ∗ x2)

) ]]
. . .
[[

p
(
yn−1(yn−1 ∗ xn)

) ]] [[
p
(
(yn−1 ∗ xn)e

) ]]
= [[ e(x1 ∗ y1) ]] [[ (x1 ∗ y1)y1 ]] [[ y1(y1 ∗ x2) ]]

. . . [[ yn−1(yn−1 ∗ xn) ]] [[ (yn−1 ∗ xn)e ]]
= [[ e(x1 ∗ y1)y1(y1 ∗ y2) . . . yn−1(yn−1 ∗ xn)e ]] = β ,

so that (8) holds.

3. Presentations of maximal subgroups

Let E be a finite biordered set, e ∈ E and let Γ be the graph defined in the previous section
associated with the D-class of e. Choose some spanning tree T of Γ. Let F be the fundamental
group of Γ, with e as the base point, so that, by Theorem 2.13, we may identify F with the free
group GA with respect to the alphabet A consisting of labels of edges of Γ that do not lie in T ,
with each such edge given one of two possible orientations (thereby becoming directed). We now
set up a natural epimorphism from F onto a maximal subgroup of FE . Recall (see Proposition
2.11) that, for each v ∈ V (Γ), there is a unique shortest path in T , denoted by τv, whose source is
e and whose target is v. Regarded as a word, τv begins with e and ends with v. Define a mapping
φ : F → He by

[π] 7→ [[π]] ,

for all paths π in Γ with source and target e. We claim that φ is well-defined and onto. It is clear
that if φ is well-defined then it is a homomorphism. It is easy to check that if π1 and π2 differ by
an elementary transition then [[π1]] = [[π2]] in FE . By a simple induction,

π1 ∼ π2 as paths implies [[π1]] = [[π2]] in FE .

To verify well-definedness, it remains to show that φ maps into He. To see this, we first note the
following lemma (where we denote the R-class and L-class of [[f ]] ∈ FE by Rf and Lf respectively,
for any f ∈ E), which follows by Green’s lemma and a simple induction on path length:

Lemma 3.1. For all v ∈ V (Γ), we have [[τv]] ∈ Re ∩ Lv and [[τ−1
v ]] ∈ Le ∩Rv.

Corollary 3.2. The rule for φ maps elements of F into He, the H-class of [[e]] in FE.

Proof. It suffices to check that φ maps the equivalence class of a path π = τx(xy)τ
−1
y into He,

where x−−−− y is an edge of Γ not in T . We have [π]φ = [[τxxyτ
−1
y ]]. By duality, it suffices to

suppose that x<−−−−−>y. By Lemma 3.1, we have the following egg-box diagram in FE :

[[ τ−1
y ]] [[x ]]

[[ e ]]

[[ y ]]

[[ τx ]]
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By Green’s lemma, and properties of idempotents,

[[ τxxyτ
−1
y ]] = [[τx]] [[x]] [[y]] [[τ

−1
y ]] = [[τx]] [[y]] [[τ

−1
y ]] = [[τx]] [[τ

−1
y ]] ∈ He ,

completing the proof of the corollary. □
So far, we have that φ is a well-defined homomorphism into FE . In fact, φ is an epimorphism:

Lemma 3.3. The homomorphism φ : F → He is onto.

Proof. Let β = [[x1 . . . xn ]] H [[ e ]] in FE for some x1, . . . , xn ∈ E. By (8), there exists a path

π = p(x1 . . . xn) ∈ Γ with source and target e such that

[π]φ = [[π ]] = [[ p(x1 . . . xn) ]] = [[x1 . . . xn ]] = β

in FE , verifying that φ is onto. □
Thus, we have a description of the maximal subgroup in FE with identity element [[ e ]], up to
isomorphism:

Corollary 3.4. The groups He and F/ kerφ are isomorphic.

To describe the kernel of φ succinctly, we first say that a singular square (x, y, z, w) is in standard
form if it is nontrival (so vertices are distinct) and

x = xij xiℓ = y

w = xkj xkℓ = z

for some i, j, k, ℓ such that i < k and j < ℓ, with respect to the total orderings < of I and
J respectively. Observe that we may cyclically permute the vertices of any nontrivial singular
square or its inverse to get a singular square in standard form. Consider now any singular square
S = (x, y, z, w) (which may be trivial, or nontrivial and not necessarily in standard form). Let
π = πS be the following path starting and finishing at e:

π = πS = τxp(xy)p(yz)p(zw)p(wx)τ
−1
x . (11)

Thus the path π starts at e, enters the square at some vertex x, circumnavigates the square
clockwise or anticlockwise, exits at the vertex x, and returns to e. Then, using (7), the facts that
[[xyzwx ]] = [[x ]], by Lemma 2.10, and the path τx finishes with x, we have

[π]φ = [[ τxp(xy)p(yz)p(zw)p(wx)τ
−1
x ]] = [[ τx ]] [[ p(xy) ]] [[ p(yz) ]] [[ p(zw) ]] [[ p(wx) ]] [[ τ

−1
x ]]

= [[ τx ]] [[xy ]] [[ yz ]] [[ zw ]] [[wx ]] [[ τ−1
x ]] = [[ τx ]] [[xyzwx ]] [[ τ

−1
x ]] = [[ τx ]] [[x ]] [[ τ

−1
x ]]

= [[ τxxτ
−1
x ]] = [[ τxτ

−1
x ]] = [[ e ]] .

which shows that [π] ∈ kerφ. This verifies the following lemma:

Lemma 3.5.
{
[πS ]

∣∣ S is a singular square
}

⊆ kerφ .

This is the first step towards proving the following theorem:

Theorem 3.6. The kernel of φ is the normal closure of{
[πS ]

∣∣ S is a singular square in standard form
}
.
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If S = (x, y, z, w) is a singular square then denote by S−1 the singular square (x,w, z, y), which
has the opposite orientation to S, so that[

πS−1

]
=
[
τxp(xw)p(wz)p(zy)p(yx)τ

−1
x

]
=
[
τxp(wx)

−1p(zw)−1p(yz)−1p(xy)−1τ−1
x

]
=
[
τxp(xy)p(yz)p(zw)p(wx)τ

−1
x

]−1
=
[
πS
]−1

,

This proves the following lemma:

Lemma 3.7. If S is a singular square then
[
πS−1

]
=
[
πS
]−1

in the fundamental group.

We also have the following observation about trivial singular squares:

Lemma 3.8. If S is a trivial singular square then [πS ] = [e] in the fundamental group.

Proof. By similarity and duality it suffices to suppose that S = (x, y, z, w) and x = y >−−<z = w.

Then [
πS
]
=
[
τxp(xy)p(yz)p(zw)p(wx)τ

−1
x

]
=
[
τxp(xx)p(xw)p(ww)p(wx)τ

−1
x

]
=
[
τxxxp(xw)wwp(wx)τ

−1
x

]
=
[
τx
] [

p(xw)
] [

p(xw)
]−1 [

τx
]−1

=
[
e
]
,

completing the proof. □
In the case of nontrivial singular squares, we have the following lemma relating them to singular
squares in standard form, using conjugation:

Lemma 3.9. If S is a nontrivial singular square then
[
πS
]
is conjugate to

[
πS0

]
or to

[
πS0

]−1

for some singular square S0 in standard form, using the same four vertices.

Proof. We consider two cases, all other cases being similar. Suppose that S0 = (x, y, z, w) is in

standard position. If S = (y, z, w, x) then[
πS
]
=
[
τyp(yz)p(zw)p(wx)p(xy)τ

−1
y

]
=
[
τyp(yx)τ

−1
x τxp(xy)p(yz)p(zw)p(wx)τ

−1
x τxp(xy)τ

−1
y

]
=
[
τyp(yx)τ

−1
x

] [
τxp(xy)p(yz)p(zw)p(wx)τ

−1
x

] [
τxp(xy)τ

−1
y

]
= γ−1

[
πS0

]
γ

where γ = τyp(yx)τ
−1
x , so that

[
πS
]
is a conjugate of

[
πS0

]
. If S = (y, x, w, z) then then S−1 =

(y, z, w, x), so that, by the first case,
[
πS−1

]
= γ−1

[
πS0

]
γ, for some γ, and hence[

πS
]
=
[
πS−1

]−1
=
(
γ−1

[
πS0

]
γ
)−1

= γ−1
[
πS0

]−1
γ ,

which is a conjugate of
[
πS0

]−1
, completing the proof. □

The following lemma asserts that if we have an existing path π with the vertex e as both source
and target, then to form the path p(π), we are only inserting duplicates of existing vertices:

Lemma 3.10. Let π be a path from e to e. Then the paths π and p(π) differ only by the insertion

of duplicate vertices, whence
[
p(π)

]
=
[
π
]
in F .

Proof. We have π = x1 . . . xn for some sequence of vertices x1, . . . , xn, where x1 = xn = e and, for

i = 1, . . . , n− 1, either xi = xi+1 or there is an edge xi−−−−xi+1 in Γ, so that, in all cases, either

xi <−−−−−> xi+1 or xi >−−< xi+1 in E. In forming p(x), by definition (9), since [[e]] is the unique

inverse of [[e]] in He, for i = 1, . . . , n− 1, there exists yi ∈ E, such that

[[yi]] = [[xi+1 . . . xnex1 . . . xi]] ,
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so that

xi ∗ yi >−−< yi <−−−−−> yi ∗ xi+1

xi xi+1

whence

xi ∗ yi >−−< yi <−−−−−> yi ∗ xi+1

xi xi+1

since the relation >−−−> implies equality in anyD-class of E. Because xi<−−−−−>xi+1 or xi>−−<xi+1,

we have yi = xi or yi = xi+1. Hence, by definition (10),

p(x1 . . . xn) = p
(
e(x1 ∗ y1)

)
p
(
(x1 ∗ y1)y1

)
p
(
y1(y1 ∗ x2)

)
p
(
(y1 ∗ x2)y2

)
p
(
y2(y2 ∗ x3)

)
. . . p

(
yn−1(yn−1 ∗ xn)

)
p
(
(yn−1 ∗ xn)e

)
= p(x1x1)p(x1y1)p(y1x2) . . . p(xn−1yn−1)p(yn−1xn)p(xnxn)

= x1x1x1y1y1x2 . . . xn−1yn−1yn−1xnxn ,

the result of adding duplicate vertices to the sequence x1 . . . xn, and the lemma follows. □
The next lemma is the main idea that leads to the proof of Theorem 3.6. Let N be the normal

closure in the fundamental group F of the set{
[πS ]

∣∣ S is a singular square in standard form
}
.

Lemma 3.11. Suppose that w1, w2 ∈ E+ and f, g ∈ E where f ∗ g is a basic product in the

biordered set and [[
w1fgw2

]]
=
[[
e
]]

in E. Then [
p(w1fgw2)

] [
p(w1(f ∗ g)w2)

]−1 ∈ N .

Proof. In what follows we assume that w1 and w2 are nonempty, but the argument can be adjusted

easily to cover the cases when w1 or w2 are empty. Suppose that the last letter of w1 is u and the

first letter of w2 is v. We have, in the construction of p(w1fgw2), using (9) and (10),

. . . u ∗ yi−1>−−<yi−1<−−−−−>f ∗ yi>−−<yi<−−−−−>yi ∗ g >−−<yi+1<−−−−−>yi+1 ∗ v . . .

u f g v

yi−1 ∗ f g ∗ yi+1

for some connected sequence associated with w1fgw2, with, in particular,[[
yi−1

]]
=
[[
fgw2ew1

]]
,
[[
yi
]]

=
[[
gw2ew1f

]]
,
[[
yi+1

]]
=
[[
w2ew1fg

]]
. (12)

There are four ways an arrow can exist between f and g. Suppose first that f >−− g, so that

f ∗ g = f . The previous diagram then becomes
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. . . u ∗ yi−1>−−<yi−1<−−−−−>f ∗ yi>−−<yi<−−−−−>yi ∗ g >−−<yi+1<−−−−−>yi+1 ∗ v . . .

u f g v

yi−1 ∗ f

f ∗ g

f ∗ yi+1

g ∗ yi+1

noting that, by (12),[[
yi−1 ∗ f

]]
=
[[
fgw2ew1f

]]
=
[[
fw2ew1fg

]]
=
[[
f ∗ yi−1

]]
.

If follows, from the previous diagram, and since yi>−−<yi+1, that

p(w1fgw2) = . . . p
(
(u ∗ yi−1)yi−1

)
p
(
yi−1(f ∗ yi)

)
p
(
(f ∗ yi)yi

)
p
(
yi(yi ∗ g)

)
p
(
(yi ∗ g)yi+1

)
p
(
yi+1(yi+1 ∗ v)

)
. . .

= . . . p
(
(u ∗ yi−1)yi−1

)
p
(
yi−1(f ∗ yi+1)

)
p
(
(f ∗ yi+1)yi

)
p
(
yiyi

)
p
(
yiyi+1

)
p
(
yi+1(yi+1 ∗ v)

)
. . .

∼ . . . p
(
(u ∗ yi−1)yi−1

)
p
(
yi−1(f ∗ yi+1)

)
p
(
(f ∗ yi+1)yi+1

)
p
(
yi+1(yi+1 ∗ v)

)
. . .

= p
(
w1(f ∗ g)w2) .

Hence
[
p(w1fgw2)] = [p(w1(f ∗ g)w2

]
, so that, trivially,

[
p(w1fgw2)

] [
p(w1(f ∗ g)w2)

]−1 ∈ N ,

completing the analysis for this case. The case f <−−− g is dealt with by a dual argument.

Suppose next that f −−<g, so that the first diagram above may be supplemented by a (possibly)

new element f ∗ g and some additional arrows:

. . . u ∗ yi−1>−−<yi−1<−−−−−>f ∗ yi>−−<yi<−−−−−>yi ∗ g >−−<yi+1<−−−−−>yi+1 ∗ v . . .

u f g v

yi−1 ∗ f g ∗ yi+1

f ∗ g

By (12),[[
yi−1 ∗ (f ∗ g)

]]
=
[[
fgw2ew1fg

]]
=
[[
(f ∗ g)w2ew1fg

]]
=
[[
(f ∗ g) ∗ yi+1

]]
.
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But idempotents are unique in their congruence classes in FE , so that

yi−1 ∗ (f ∗ g) = (f ∗ g) ∗ yi+1 ,

giving the following diagram:

f ∗ yi f ∗ (yi ∗ g)

yi−1 yi−1 ∗ f yi−1 ∗ (f ∗ g) = (f ∗ g) ∗ yi+1

yi yi ∗ g = g ∗ yi+1

yi+1

Put a = f ∗ yi, b = f ∗ (yi ∗ g), c = yi ∗ g and d = yi. Then we obtain the up-down singular square

S = (a, b, c, d) associated with the following diagram:

f ∗ d = a b = f ∗ c

d c

f

We have

p
(
w1fgw2

)
= . . . p

(
(u ∗ yi−1)yi−1

)
p
(
yi−1(f ∗ yi)

)
p
(
(f ∗ yi)yi

)
p
(
yi(yi ∗ g)

)
p
(
(yi ∗ g)yi+1

)
p
(
yi+1(yi+1 ∗ v)

)
. . .

= π1 p
(
yi−1a) p

(
ad
)
p
(
dc
)
p
(
cyi+1

)
π2

for some paths π1 and π2, and

p
(
w1(f ∗ g)w2

)
= . . . p

(
(u ∗ yi−1)yi−1

)
p
(
yi−1

(
yi−1 ∗ (f ∗ g)

))
p
((

(f ∗ g) ∗ yi+1

)
yi+1

)
p
(
yi+1(yi+1 ∗ v)

)
. . .

= π1 p
(
yi−1b) p

(
byi+1

)
π2 ,
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so that

p
(
w1fgw2

)
p
(
w1(f ∗ g)w2

)−1

= π1 p
(
yi−1a

)
p
(
ad
)
p
(
dc
)
p
(
cyi+1

)
π2 π

−1
2 p

(
yi+1b

)
p
(
byi−1

)
π−1
1

∼ π1 p
(
yi−1a

)
p
(
ad
)
p
(
dc
)
p
(
cb
)
p
(
byi−1

)
π−1
1

∼ π1 p
(
yi−1a

)
p
(
ad
)
p
(
dc
)
p
(
cb
)
p
(
ba
)
p
(
ayi−1

)
π−1
1

∼ π1 p
(
yi−1a

)
τ−1
a

(
τa p
(
ad
)
p
(
dc
)
p
(
cb
)
p
(
ba
)
τ−1
a

)
τa p
(
ayi+1

)
π−1
1

= π3 πS−1 π−1
3 ,

where π3 = π1 p
(
yi−1a

)
τ−1
a . Put

α =
[
p
(
w1fgw2

)] [
p
(
w1(f ∗ g)w2

)]−1
.

The above shows that

α =
[
p
(
w1fgw2

)
p
(
w1(f ∗ g)w2

)−1]
=
[
π3
] [

πS−1

] [
π3
]−1

is a conjugate of
[
πS−1

]
. If S−1 is trivial, then by Lemma 3.8 we have

[
S−1

]
=
[
e
]
, so that

certainly α =
[
e
]
, and furthermore α is the trivial element of F , so it lies in N . If S−1 is

nontrivial, then, by Lemma 3.9, we have that
[
πS−1

]
is a conjugate of

[
πS0

]
or
[
πS0

]−1
for some

singular square S0 in standard form, and it follows that α also is a conjugate of
[
πS0

]
or
[
πS0

]−1
,

and so lies in N , completing the analysis for this case. The case f −−−>g is dealt with by a dual

argument, completing the proof of the lemma. □
We can now prove Theorem 3.6, leading to a succinct description of the kernel of φ.

Proof of Theorem 3.6. Let N be the normal closure of the set{
[πS ]

∣∣ S is a singular square in standard form
}
.

By Lemma 3.5, N ⊆ kerφ. It remains to prove the reverse set containment. Let π be a path
that starts and finishes with e in Γ such that [π] ∈ kerφ, that is, [[π]] = [[e]] in FE . We argue by
induction on the number of elementary transitions in FE taking the word π to the word e. If the
number of transitions is zero then π = e and so [π] = [e] ∈ N , which starts an induction. Suppose,
as inductive hypothesis, that if w ∈ E+ and [[w]] = [[e]] in FE with fewer than n transitions for
some positive integer n, then [p(w)] ∈ N . Suppose that we apply one transition to w, so either w
becomes w′ (a contraction), or w′ becomes w (an expansion), where

w = w1fgw2 and w′ = w1fgw2 ,

for some w1, w2 ∈ E+ and f, g ∈ E such that f ∗ g is a basic product. By Lemma 3.11,[
p
(
w1fgw2

)][
p
(
w1(f ∗ g)w2

)]−1 ∈ N .

In either case,
[
p(w′)p(w)−1

]
=
[
p(w′)

] [
p(w)

]−1
=
([

p(w)
] [

p(w′)
]−1
)−1

∈ N , so that[
p(w′)

]
=
[
p(w′)p(w)−1p(w)

]
=
[
p(w′)p(w)−1

] [
p(w)

]
∈ N ,

establishing the inductive step. Hence, by Lemma 3.10, [π] = [p(π)] ∈ N , completing the proof
of the theorem. □

Corollary 3.12. The maximal subgroup He of [[e]] in FE is isomorphic to F/N where N is the

normal closure in F of the set
{
[πS ]

∣∣ S is a singular square in standard form
}
.
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Proof. By Theorem 3.6, the kernel of φ : F → He is N , and, by Lemma 3.3, φ is onto, so

He
∼= F/ kerφ = F/N , completing the proof of the corollary. □
We can now convert this result into an explicit presentation for the maximal subgroup associated

with e ∈ E in FE . Recall that the fundamental group F is freely generated by

Σ =
{ [

τa(ab)τ
−1
b

] ∣∣ a−−−− b is an edge of Γ not in T
}
,

where T is a given chosen spanning tree of Γ. We form an alphabet A in a bijective correspondence
with Σ:

A =
{
ab
∣∣ a−−−− b is an edge of Γ not in T

}
.

The bijection maps [
τa(ab)τ

−1
b

]
7→ ab ,

where the word ab is regarded as a single directed edge. We use this bijection to form relators,
induced by paths that are used to generate the kernel of φ, which is N , the normal closure of the
set

{
[
πS
] ∣∣ S is a singular square in standard form

}
.

Consider a singular square S = (x, y, z, w) in standard form

x = xij xiℓ = y

w = xkj xkℓ = z

We convert
[
πS
]
into a word over the alphabet A by traversing S clockwise, writing down, in

order, the edges of Γ not in T (ignoring edges in T ), regarding these edges as directed. Formally,
if these directed edges (not in T ) in the clockwise traversal of S are

a1b1 , a2b2 , . . . , ambm ,

then

πS = τxp(xy)p(yz)p(zw)p(wx)τ
−1
x ∼ τa1(a1b1)τ

−1
b1

τa2(a2b2)τ
−1
b2

. . . τam(ambm)τ−1
bm

so that
[
πS
]
corresponds, under the above bijection of alphabets, to the word (over A)

RS = (a1b1)(a2b2) . . . (ambm) .

Put
R =

{
RS

∣∣ S is singular in standard form
}
.

Then, using these identifications, Corollary 3.12 yields finally the following result:

Theorem 3.13. He
∼= ⟨A | R⟩.

In examples, it is typical that we can simplify the presentation of Theorem 3.13 using Tietze
transformations to recognise this group quickly as some familiar group. It should also be remarked
that any given relator that arises by working through the above process where S is in standard
form may be replaced by any of its conjugates, for example, working with the same singular
square, but writing down the succession of edges not in T as one traverses the configuration,
starting at any of the vertices, and working either clockwise or anticlockwise. The reason why
we specify the standard form in the above results is to guarantee uniqueness of the given relator,
with respect to any given singular square configuration, and also in case one wishes to automate
the processing of information related to the presentation.
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4. An example with maximal subgroups that are cyclic of order two

In this section we create a band, and its associated biordered set, with sixteen elements, which
is an ideal extension of a 4 × 3 rectangular band by a four element left zero semigroup. Its
biordered set E will have the property that FE has maximal subgroups that are cyclic of order
one or two. We also describe FE completely as an ideal extension of a Rees matrix semigroup by
a left zero semigroup.

Let I = {1, 2, 3, 4} and J = {1, 2, 3} and put R = {xij | i ∈ I , j ∈ J}, which becomes a
rectangular band with formal multiplication

xijxkℓ = xiℓ .

To simplify notation, for an element α = (λ, ρ) ∈ T ∗(I)× T (J), we write

α = (λ1 λ2 λ3 λ4 | 1ρ 2ρ 3ρ)

with the images of λ (with left action) to the left of the vertical line and the images of ρ (with
right action) to the right of the vertical line. With this notation, we put

e = (1 2 2 1 | 1 2 1) , f = (4 2 2 4 | 1 2 2) , g = (4 3 3 4 | 1 2 1) , h = (1 3 3 1 | 1 2 2) ,

and S = {e, f, g, h} . Then S is a left zero semigroup. With multiplication defined in Corollary
2.6, the set S∪̇R becomes a band with two egg-boxes, as depicted below, which becomes an ideal
extension of R by S.

e

f

g

h

x11 x12 x13

x21 x22 x23

x31 x32 x33

x41x42x43

We may form the biordered set E = E(S ∪R) = S ∪R. Multiplying elements of R by elements of
S on the left and right become left-actions on the first subscript and right-actions on the second
subscript of each xij ∈ R respectively. For example, using the left and right halves respectively
of the actions of e = (1 2 2 1 | 1 2 1), we have

ex13 = x13 , x13e = x11 = ex11 = x11e , x31e = x31 , ex31 = x21 = x21e = ex21 ,

yielding the following arrow diagrams and nontrivial basic products in E involving e:
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x13 <−−−−−> x13 ∗ e = x11

e

x31 >−−< e ∗ x31 = x21

e

x23 <−−−−−> x23 ∗ e = x21

e

x32 >−−< e ∗ x32 = x22

e

x41 >−−< e ∗ x41 = x11

e

x42 >−−< e ∗ x42 = x12

e

One may check other basic products, obtaining the following skeleton of E, with all nontrivial
basic products indicated, with askerisks suppressed, to keep the diagram uncluttered:

e

f

g

h

hx41 = x13e = ex41 = x11<−−−−−>x12<−−−−−>x13

fx31 = x23e = ex31 = x21<−−−−−>x22<−−−−−>x23

gx21 = x33g = hx21 = x31<−−−−−>x32<−−−−−>x33

gx11 = fx11 = x43g = x41<−−−−−>x42<−−−−−>x43

x13h = ex42 = hx42

x23f = ex32 = fx32

gx22 = x33h = hx22

x43f = fx12 = gx12
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We now apply our apparatus to calculate the maximal subgroups of FE in the lower D-class of
E, which turn out to be cyclic of order two. The lower D-class forms the following simple graph
Γ. We have chosen a spanning tree of Γ, consisting of all of the vertices and eleven edges, which
have been thickened below. For each edge not in the spanning tree we have added a label and
assigned a direction (arbitrarily, but then fixed for what follows).

Γ :
x11 x12 x13

x21 x22 x23

x31 x32 x33

x41 x42 x43

a1

a2

a3

a6

a5

a4

Put A = {a1, a2, a3, a4, a5, a6}, which, by Theorem 3.13, becomes the generating set in a presen-
tation of the maximal subgroup He, for any given element e in Γ The relators in the presentation
are traversals, as words over A, of all rectangles associated with nontrivial singular squares in
the D-class. One can check that there are exactly six distinct rectangles produced by the non-
trivial singular squares, indicated below by shadings of Γ, together with traversals, which can be
made using an arbitrary choice of starting vertex and orientation in each case, as words over the
alphabet A ∪A−1.

a2 a1a6 a1a2a3

a5a6 a3a4 a4a5

By Theorem 3.13, the maximal subgroups associated with Γ are isomorphic to the following,
which simplifies using Tietze transformations to the cyclic group of order two:
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⟨a1, a2, a3,a4, a5, a6 | a2 , a1a6 , a1a2a3 , a5a6 , a3a4 , a4a5⟩
∼= ⟨a1, a3, a4, a5, a6 | a1a6 , a1a3 , a5a6 , a3a4 , a4a5⟩
∼= ⟨a1, a3, a4, a5 | a1a3 , a5a−1

1 , a3a4 , a4a5⟩ ∼= ⟨a1, a3, a4 | a1a3 , a3a4 , a4a1⟩
∼= ⟨a1, a3 | a1a3 , a−1

3 a1⟩ ∼= ⟨a1 | a21⟩ ∼= C2 .

Our aim now is to prove that FE is isomorphic to the ideal extension of a Rees matrix semigroup
by a left-zero semigroup described above in Example 2.7. Consider the Rees matrix semigroup

M = M(G, I × J, P ) ,

where G = ⟨a⟩ = {1, a} is a cyclic group of order two, I = {1, 2, 3, 4}, J = {1, 2, 3}, and

P =

 1 1 1 1
1 a a 1
1 1 a a

 .

Let L : S → M∗(I) and R : S → M (J) be the homomorphisms defined in Example 2.7, so that we
may form the semigroup S∪̇M. One may check, using the skeleton and nontrivial basic products
given above for E that, as biordered sets,

E(S∪̇M) ∼= E = E(S∪̇R) .

Observe that S contains 4 elements and M contains 4 × 3 × 2 = 24 elements, so that S∪̇M
contains exactly 28 elements. The maximal subgroups of FE associated with the top D-class are
trivial, since S is a left zero band, so that all singular squares are trivial. Since the maximal
subgroups associated with Γ are cyclic or order two, it follows that FE also has 28 elements. But
S∪̇M is idempotent-generated (because the sandwich matrix P contains the generator a), so that
S∪̇M is a homomorphic image of FE . Since these semigroups have the same finite size, they must
be isomorphic:

FE
∼= S∪̇M .

5. An example with maximal subgroups that are free abelian of rank two

We reconstruct an example discovered by Dolinka [10] of a biordered set E with twenty elements,
split into a lower D-class with sixteen elements organised as a four by four square, and an upper
D-class with four elements organised as a two by two square. In fact E is the biordered set of a
band, which may be regarded as an ideal extension of a sixteen element rectangular band by a
four element rectangular band. The maximal subgroups in the corresponding D-classes of FE are
free abelian of rank two, for the lower D-class, and infinite cyclic, for the upper D-class. Below,
we use the ideal extension machinery of Proposition 2.5 and Corollary 2.6 to construct the entire
semigroup FE up to isomorphism.

Let I = {1, 2, 3, 4} and put R = {xij | i, j ∈ I}, with rectangular band multiplication:

xijxkℓ = xiℓ .

For an element α = (λ, ρ) ∈ T ∗(I)× T (I), we write

α = (λ1 λ2 λ3 λ4 | 1ρ 2ρ 3ρ 4ρ)

with the images of λ (with left action) to the left of the vertical line and the images of ρ (with
right action) to the right of the vertical line. With this notation, put

e = (1 2 2 1 | 2 2 3 3) , f = (1 2 2 1 | 1 1 4 4) , h = (4 3 3 4 | 2 2 3 3) , g = (4 3 3 4 | 1 4 4) ,
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and S = {e, f, g, h}. Then S is a rectangular band (and the definitions of e, f , h and g are in fact
motivated by the actions that appear in [10]). With the multiplication defined in Corollary 2.6,
the set S∪̇R becomes a band with two egg-boxes, the upper egg-box being the D-class consisting
of the rectangular band S, and the lower egg-box being the D-class consisting of the elements of
the rectangular band R.

g

fe

h

x11 x12 x13

x21 x22 x23

x31 x32 x33

x41x42x43

x14

x24

x34

x44

We may form the biordered set E = E(S ∪R) = S ∪R. Multiplying elements of R by elements of
S on the left and right become left-actions on the first subscript and right-actions on the second
subscript of each xij ∈ R respectively. Using the left and right halves respectively of the actions
of e = (1 2 2 1 | 2 2 3 3), we have

ex11 = x11 , x11e = x12 = ex12 = x12e , x43e = x43 , ex43 = x13 = x13e = ex13 ,

yielding, for example, the following arrow diagrams and basic products:

x11 <−−−−−> x11 ∗ e = x12

e

x43 >−−< e ∗ x43 = x13

e

A full description of the biordered set and the singular squares appears in [10], so we will not re-
produce them here, but work instead towards applying our machinery for calculating the maximal
subgroups associated with the lower D-class, which forms the following undirected simple graph
Γ. We have chosen a spanning tree of Γ, consisting of fifteen edges, which have been thickened
below: We have added directions (which can be arbitrarily chosen) and labels to the edges not in
the spanning tree:

Γ :
x11 x12 x13 x14

a4

a3 a5 a7

a2 a6 a8

a1 a9

x21 x22 x23 x24

x31 x32 x33 x34

x41 x42 x43 x44
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Put A = {a1, a2, . . . , a9}. By Theorem 3.13, A becomes the generating set in a presentation
of the maximal subgroup He, for any given element e in Γ. The relators in the presentation are
traversals, as words over the alphabet A, of all of the rectangles associated with nontrivial singular
squares associated with Γ. There are exactly eight such nontrivial squares (see [10]), indicated
below using shadings, each of which is accompanied by a traversal in standard form.

a−1
7a−1

3
a8a9 a−1

2 a−1
1

a4a−1
5 a−1

6 a3a
−1
5 a7a

−1
8 a−1

6 a2 a4a9a
−1
1

Theorem 3.13 then tells us that the maximal subgroups associated with Γ are isomorphic to the
following, which simplifies using Tietze transformations to the free abelian group of rank two (in
accordance with [10]):

⟨a1, a2, a3, a4, a5, a6, a7, a8, a9 | a−1
3 , a−1

7 , a8a9 , a
−1
2 a−1

1 , a−1
5 a−1

6 , a4 ,

a3a
−1
5 a7a

−1
8 a−1

6 a2 , a4a9a
−1
1 ⟩

∼= ⟨a1, a2, a5, a6, a8, a9 | a8a9 , a−1
2 a−1

1 , a−1
5 a−1

6 , a−1
5 a−1

8 a−1
6 a2 , a9a

−1
1 ⟩

∼= ⟨a1, a2, a5, a6, a8 | a−1
2 a−1

1 , a−1
5 a−1

6 , a5a
−1
8 a−1

6 a2 , a
−1
8 a−1

1 ⟩
∼= ⟨a1, a2, a5, a6 | a−1

2 a−1
1 , a−1

5 a−1
6 , a5a

−1
1 a−1

6 a2⟩ ∼= ⟨a1, a2, a5 | a−1
2 a−1

1 , a−1
5 a1a5a2⟩

∼= ⟨a1, a5 | a−1
5 a1a5a

−1
1 ⟩ ∼= C∞ × C∞ .

Our aim now is to prove that FE is isomorphic to an ideal extension of one Rees matrix semigroup
by another as described above in Example 2.8. Consider the Rees matrix semigroup

M = M(G, I × I, P ) ,

where G = ⟨a, b⟩ ∼= C∞ × C∞ is free abelian of rank two, generated by a and b, I = {1, 2, 3, 4},
and

P =


1 1 1 1
1 1 b b
1 a ab a
a a a 1

 .
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Let S be the following Rees matrix semigroup

S = M(H, J × J,Q) ,

where H = ⟨b⟩ ∼= C∞ is the infinite cyclic subgroup of G generated by b, J = {1, 2} and

Q =

[
1 1
1 b

]
.

Define homomorphisms R : S → M(I) and L : S → M∗(I) as in Example 2.8. As explained in
that example, the adjoint property holds and, by Proposition 2.5, we may form the semigroup

S∪̇M .

It is routine to check that the following biordered sets are isomorphic

E(S∪̇M) ∼= E = E(S∪̇R) .

But S∪̇M is idempotent-generated (because the sandwich matrices contain generators of the
respective groups), so that S∪̇M is a homomorphic image of FE . If the homomorphism is not
onto, since the biordered sets are isomorphic, then there would have to be collapse somewhere
involving the maximal subgroups. But this is impossible, because the maximal subgroups in the
upper D-class of FE are infinite cyclic, as are the maximal subgroups of S, and the maximal
subgroups in the lower D-class of FE , we have just shown to be free abelian of rank two, as are
the maximal subgroups of M. This proves that the semigroups are isomorphic:

FE
∼= S∪̇M .
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