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Abstract. We study the long-time behaviour of solutions to some classes of fourth-order nonlinear PDEs
with non-monotone nonlinearities, which include the Landau–Lifshitz–Baryakhtar (LLBar) equation (with
all relevant fields and spin torques) and the convective Cahn–Hilliard/Allen–Cahn (CH-AC) equation with
a proliferation term, in dimensions d = 1, 2, 3. Firstly, we show the global well-posedness, as well as the
existence of global and exponential attractors with finite fractal dimensions for these problems. In the case
of the exchange-dominated LLBar equation and the CH-AC equation without convection, an estimate for
the rate of convergence of the solution to the corresponding stationary state is given. Finally, we show the
existence of a robust family of exponential attractors when d ≤ 2. As a corollary, exponential attractor
of the LLBar equation is shown to converge to that of the Landau–Lifshitz–Bloch equation in the limit of
vanishing exchange damping, while exponential attractor of the convective CH-AC equation is shown to
converge to that of the convective Allen–Cahn equation in the limit of vanishing diffusion coefficient.
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1. Introduction

This paper aims to show the existence of global attractor and a family of robust exponential attrac-
tors for some classes of fourth-order nonlinear PDEs, which include the vector-valued Landau–Lifshitz–
Baryakhtar (LLBar) equation with spin-torques and the scalar-valued convective Cahn–Hilliard/Allen–
Cahn (CH-AC) equation with a proliferation term, among others. The result also applies to their limiting
cases, namely the Landau–Lifshitz–Bloch (LLB) equation with spin-torques and the convective Allen–
Cahn equation. The existence of global and exponential attractors of finite fractal dimension allows a
reduction, in some sense, of an infinite-dimensional dynamical system to a finite-dimensional one [43].
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We now describe the general form of the problem discussed in this paper. Let O ⊂ Rd, d ∈ {1, 2, 3},
be an open bounded domain. Let u(t,x) ∈ Rm, where m = 1 or 3, be the unknown functions (which can
be scalar- or vector-valued). Here, x ∈ O is the spatial variable, and t ∈ (0, T ) is the temporal variable
with T > 0. The boundary of O is denoted by ∂O, with exterior unit normal vector denoted by n. The
problem can be written as:

∂tu = σ
(
H + Φd(u)

)
− ε∆

(
H + Φd(u)

)
− γu×

(
H + Φd(u)

)
+ R(u) + S(u) for (t,x) ∈ (0, T ) × O, (1.1a)

H = Ψ(u) + Φa(u) for (t,x) ∈ (0, T ) × O, (1.1b)

u(0,x) = u0(x) for x ∈ O, (1.1c)

∂u

∂n
= 0,

∂H

∂n
= 0 for (t,x) ∈ (0, T ) × ∂O. (1.1d)

The coefficients σ, ε, and γ are positive constants of physical significance, and in particular ε is called
the exchange damping coefficient if m = 3, or the diffusion coefficient if m = 1. We set γ = 0 if u
is scalar-valued (m = 1). The terms Ψ(u),Φd(u),Φa(u),R(u), and S(u) are nonlinear functions of u
and possibly its spatial gradient, whose exact forms are detailed in Section 2.2. While we consider the
Neumann boundary condition in the above problem, similar arguments will also work for the Dirichlet or
the periodic boundary conditions.

When u is vector-valued (m = 3), problem (1.1) is the initial-boundary value problem associated
with the Landau–Lifshitz–Baryakhtar (LLBar) equation [5, 6, 7, 16], which describes the evolution of the
magnetisation vectors u(t,x) ∈ R3 on any point in a magnetic body O at elevated temperatures. The
unknown field H is called the effective field. Spin-torque effects due to currents [52, 55] and anisotropy of
the material [36] are also taken into account. Formally setting ε = 0 in (1.1a) gives the Landau–Lifshitz–
Bloch (LLB) equation [24, 25, 33] with spin-torques [3], which is a system of quasilinear second-order
PDEs. In physical applications, often the limit ε → 0+ is taken in the LLBar equation when certain
long-range interactions are negligible [15, 52].

When u is scalar-valued (m = 1), we always set γ = 0 and Φd(u) = Φa(u) = 0. In this case,
problem (1.1) is the initial-boundary value problem associated with the convective Cahn–Hilliard/Allen–
Cahn (CH-AC) equation which models multiple microscopic mechanisms involving diffusion, reaction,
transport, and adsorption in cluster interface evolution [2, 28, 29, 30]. The unknown u is often called
the order parameter and H is the potential. We further remark that the case σ = 0 and S(u) = 0
gives the convective Cahn–Hilliard (CH) equation [18, 27], while the case R(u) = 0 gives the Cahn–
Hilliard equation with a mass source term [23, 32, 37, 39]. The term S(u) represents a proliferation
term [13, 23, 38], which is relevant in various biological applications. The problem (1.1) also describes a
generalised diffusion model for growth and dispersal in a population [12]. Formally setting ε = 0 gives
a second-order PDE known as the convective Allen–Cahn (AC) equation [45, 46] or a reaction-diffusion-
convection model with Allee effect in mathematical biology [53]. Thus, it is also of interest to examine
the behaviour of (1.1) as ε → 0+ if u is scalar-valued.

Some mathematical results which are relevant to the present paper will be reviewed here and in the
following paragraph. For problem (1.1) with m = 3 and Φd(u) = Φa(u) = R(u) = S(u) = 0, i.e. the
LLBar equation, the global existence and uniqueness of strong solution for any finite T > 0 are shown
in [48] (also in [26] for the stochastic case). Some numerical schemes to approximate the solution are
proposed in [47, 49]. In the case of the exchange-dominated LLB equation (ε = 0), the existence of weak
solution is obtained in [33], while the existence and uniqueness of strong solution are shown in [34]. The
LLB equation with spin torques is considered in [3], where the existence and uniqueness of weak solution
for d ≤ 2 were shown under certain assumptions. However, to the best of our knowledge, the analysis
of the LLBar or the LLB equations with full effective fields and spin-torques are not available yet in
the literature. Asymptotic behaviour of the solutions to these equations in terms of finite-dimensional
attractors has not been discussed before either.
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For the problem (1.1) with m = 1 and R(u) = S(u) = 0, i.e. the CH-AC equation, the existence and
uniqueness of weak and strong solutions are shown in [29, 35], while the existence of global attractor in
2D can be established by similar argument as in [30]. The existence and uniqueness of solution to the
convective CH equation with periodic boundary conditions are shown in [18] (also in [58] for the case
of unbounded domains), while the existence of global attractor is obtained in [18, 59]. We also mention
several other papers [23, 32, 38, 39], which study the Cahn–Hilliard equation with a polynomial source
term. While many results are available in the literature for the scalar-valued CH or CH-AC equations,
none of them are sufficiently general to cover the nonlinearities present in problem (1.1), especially for
d = 3. Moreover, the limiting case ε → 0+ (vanishing diffusion coefficient) has also not been studied.

This paper aims to unify and further develop the analysis of (1.1) by deriving the following results:

(i) global existence and uniqueness of weak and strong solution to (1.1) on (0, T ) × O, for any T > 0
(Theorem 3.11),

(ii) existence of a (compact) global attractor for (1.1) with finite fractal dimension (Theorem 4.10,
Theorem 5.2),

(iii) convergence of the solution of the LLBar equation to the corresponding stationary state, with an
estimate on the rate of convergence, in the case of exchange-dominated field (Theorem 4.13),

(iv) existence of an exponential attractor for (1.1) and its characterisation (Theorem 4.16),
(v) existence of a robust (in ε) family of exponential attractors for (1.1) when d ≤ 2 (Theorem 5.10).

Existence of a solution to the problem (1.1) is obtained by means of the Faedo–Galerkin method. Owing
to the nature of nonlinearities present in the problem (which are non-monotone), a detailed analysis is
done to derive uniform a priori estimates on the approximate solutions in suitable function spaces, which
extend the solution globally in time. The existence of global and exponential attractors is deduced by
showing various dissipative and smoothing estimates. To obtain a robust family of exponential attractors,
more careful analysis is needed to ensure these estimates are uniform in the parameter ε. We reiterate that
while the existence of global solution to the LLBar equation has been shown in [48], the model considered
there only include the exchange field in H and does not consider any convective terms. Most a priori
estimates, especially the smoothing estimates and the uniform estimates independent of ε developed in
this paper, are new.

As a corollary of our analysis, we deduce the existence of the global attractor and an exponential
attractor with finite fractal dimensions for the LLB equations (taking into account all relevant effective
fields and spin torques) when d ≤ 2. In this case, we show that exponential attractor of the LLBar equation
converges (in the sense of the symmetric Hausdorff distance) at a given rate to that of the LLB equation
as ε → 0+. Similar results are also obtained for the convective Cahn–Hilliard/Allen–Cahn equation, for
which the convergence to the convective Allen–Cahn equation is shown in the limit of vanishing diffusion
coefficient.

2. Preliminaries

2.1. Notations. We begin by defining some notations used in this paper. For m = 1 or m = 3, the
function space Lp := Lp(O;Rm) denotes the usual space of p-th integrable functions taking values in Rm

and Wk,p := Wk,p(O;Rm) denotes the usual Sobolev space of functions on O ⊂ Rd taking values in Rm.
We write Hk := Wk,2. Here, O ⊂ Rd for d = 1, 2, 3 is an open domain with C∞-smooth boundary. The
Laplacian operator acting on Rm-valued functions is denoted by ∆.

If X is a Banach space, the spaces Lp(0, T ;X) and W k,p(0, T ;X) denote respectively the usual Lebesgue
and Sobolev spaces of functions on (0, T ) taking values in X. The space C([0, T ];X) denotes the space of
continuous functions on [0, T ] taking values in X. Throughout this paper, we denote the scalar product
in a Hilbert space H by ⟨·, ·⟩H and its corresponding norm by ∥ · ∥H . We will not distinguish between the
scalar product of L2 vector-valued functions taking values in Rm and the scalar product of L2 matrix-
valued functions taking values in Rm×m, and still denote them by ⟨·, ·⟩L2 .

Throughout this paper, the constant C in the estimate always denotes a generic constant which depends
only on the coefficients of (1.1), O, and ν∞ (to be defined in (2.6)), but is independent of t. If the
dependence of C on some variable, e.g. T , is highlighted, we will write C(T ). The constants denoted by
C might take different values at different occurrences, unless otherwise specified.
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2.2. Formulation of the problem and assumptions. In this section, we provide further details on
the formulation of problem (1.1). Recall that m = 1 or 3. The meaning of each term in (1.1) is as follows:

(i) u(t) : O → Rm is the magnetic spin field if m = 3, or the order parameter if m = 1.
(ii) H(t) : O → Rm is the effective magnetic field if m = 3, or the potential if m = 1.

(iii) R(u) is the convective term defined by

R(u) := β1(ν · ∇)u + β2u× (ν · ∇)u + χ∇ · (u⊗ u), (2.1)

where ν : O → Rd is the given current density [18, 27, 51] independent of t.
(iv) S(u) consist of other lower-order source term (spin-orbit torque or proliferation term) which grow

at most quadratically in u, whose properties are detailed in Section 2.2.
(v) Ψ(u) is the sum of the exchange field and the Ginzburg–Landau (phase transition) field defined by

Ψ(u) := ∆u + κ1u− κ2|u|2u, (2.2)

where κ2 > 0.

Two of the terms in (1.1) are only relevant when m = 3, namely:

(i) Φa(u) is the anisotropy field with cubic nonlinearities given by

Φa(u) = λ1(e · u)e− λ2(e · u)3e, (2.3)

where λ2 ≥ 0 and e ∈ R3 is a given unit vector.
(ii) The continuous operator Φd : L2(O) → L2(R3) defining the demagnetising field satisfies the static

Maxwell-Ampère equations on R3:{
curl Φd(u) = 0 in R3,

div (Φd(u) + u1O) = 0 in R3,
(2.4)

where u1O : Rd → R3 is an extension of u by zero outside of O, namely

u1O(x) :=

{
u(x), if x ∈ O,

0, if x ∈ R3 \ O.

We remark that a more general anisotropy field such as the cubic anisotropy field or the uniaxial anisotropy
field with spatially-dependent parameter, as well as other zero order contributions to the field (such as a
spatially-varying applied field) can be considered without difficulties, but are omitted for simplicity.

The constants β1, β2, χ, κ1, and λ1 may be positive or negative, but without loss of generality they will
be taken as positive throughout the paper. More precisely, according to the Ginzburg–Landau theory,
the constant κ1 is positive for temperatures above the Curie temperature and negative below it.

Assumptions made in this paper are stated in the following:

(1) The constant ε is generally taken to be small (say ε ≤ 1), such that σ− (κ1 +λ1)ε > 0 for physical
reasons and for simplicity of argument. If this is not the case, then the interpolation inequality
can be used as in (3.12).

(2) The constant χ in (2.1) is assumed to be sufficiently small, say of order ε, or such that

2χ2 < κ2σ
2. (2.5)

The current density ν ∈ H2(O;Rd) satisfies

∥ν∥2H2(O;Rd)) ≤ ν∞, (2.6)

for some positive constant ν∞.
(3) The constant λ1 in (2.3) can be positive or negative, while λ2 ≥ 0. More generally, the argument

presented here will still hold when λ2 < 0 such that λ2 + κ2 > 0. Without loss of generality, we
assume λ1, λ2 > 0. In Section 5.2, we assume λ2 = 0.

(4) The source term S(u) satisfies the following assumptions:

|S(u)| ≤ C|u|(1 + |u|), (2.7)

∥∇S(u)∥L2 ≤ C (1 + ∥u∥L∞) ∥∇u∥L2 , (2.8)
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∥∆S(u)∥L2 ≤ C (1 + ∥u∥H2) ∥∆u∥L2 . (2.9)

Furthermore, the map u 7→ S(u) satisfies certain local Lipschitz conditions:

∥S(v) − S(w)∥L2 ≤ C (1 + ∥v∥L∞ + ∥w∥L∞) ∥v −w∥L2 , ∀v,w ∈ L∞, (2.10)

where C is a constant depending only on |O|. An example of such map is S(u) = u + (a · u)u,
where a is a given vector in R3.

The weak formulation of (1.1) used in this paper is stated below.

Definition 2.1. Given T > 0 and initial data u0 ∈ H1, a function u ∈ C([0, T ];H1) ∩ L2(0, T ;H3) is a
weak solution to problem (1.1) if u(0) = u0, and for any χ ∈ H1 and t ∈ (0, T ),

⟨∂tu(t),χ⟩L2 = σ ⟨H(t) + Φd(u(t)),χ⟩L2 + ε ⟨∇H(t),∇χ⟩L2 − ε ⟨∆Φd(u(t)),χ⟩L2

− γ
〈
u(t) ×

(
H(t) + Φd(u(t))

)
,χ

〉
L2 + ⟨R(u(t)),χ⟩L2 + ⟨S(u(t)),χ⟩L2 ,

where

H(t) = Ψ(u(t)) + Φa(u(t)) in L2. (2.11)

A weak solution u is called a strong solution if

u ∈ C([0, T ];H2) ∩ L2(0, T ;H4).

In this case, u satisfies (1.1) almost everywhere in (0, T ) × O.

2.3. Auxiliary results. In this section, we collect some estimates and identities that will be needed for
our analysis. For any vector-valued functions v,w : O → R3, we have

∇(|v|2w) = 2w (v · ∇v) + |v|2∇w, (2.12)

∂
(
|v|2v

)
∂n

= 2v
(
v · ∂v

∂n

)
+ |v|2 ∂v

∂n
, (2.13)

∆(|v|2w) = 2|∇v|2w + 2(v · ∆v)w + 4∇w (v · ∇v)⊤ + |v|2∆w, (2.14)

provided that the partial derivatives are well defined. As a consequence of (2.13), (2.11), (2.2), (2.3),
and (1.1d), for a sufficiently regular solution u of equation (1.1), ∂(∆u)/∂n = 0 on ∂O.

Lemma 2.2. Let ϵ > 0. There exists a positive constant C (depending only on O) such that the following
inequalities hold:

(i) for any v ∈ L2(O) such that ∆v ∈ L2(O) and ∂v/∂n = 0 on ∂O,

∥v∥2H2 ≤ C
(
∥v∥2L2 + ∥∆v∥2L2

)
, (2.15)

∥∇v∥2L2 ≤ 1

4ϵ
∥v∥2L2 + ϵ ∥∆v∥2L2 , (2.16)

(ii) for any u,v,w ∈ Hs, where s > d/2,

∥v ⊙w∥Hs ≤ C ∥v∥Hs ∥w∥Hs , (2.17)

∥(u× v) ⊙w∥Hs ≤ C ∥u∥Hs ∥v∥Hs ∥w∥Hs . (2.18)

Here ⊙ denotes either the dot product or cross product in Rm.

Proof. (2.15) and (2.16) are shown in [48, Lemma 3.3], while (2.17) and (2.18) follow from [8]. □

We show some estimates for the map Φa, given in (2.3), which defines the anisotropy field in the
following lemma.

Lemma 2.3. Let Φa be as defined in (2.3), and let p, q ∈ [1,∞] be such that 2/p + 1/q = 1/2.

(1) For any v,w ∈ L2,

⟨Φa(v) − Φa(w),v −w⟩L2 ≤ λ1 ∥v −w∥2L2 . (2.19)
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(2) For any v,w ∈ Lmax{p,q},

∥Φa(v) − Φa(w)∥2L2 ≤ C
(

1 + ∥v∥4Lp + ∥w∥4Lp

)
∥v −w∥2Lq . (2.20)

(3) For any v,w ∈ W1,p ∩ L∞,

∥Φa(v) − Φa(w)∥2H1 ≤ C
(

1 + ∥v∥4L∞ + ∥w∥4L∞

)
∥v −w∥2H1

+ C
(
∥v∥2Lp + ∥w∥2Lp

)(
∥v∥2W1,p + ∥w∥2W1,p

)
∥v −w∥2Lq . (2.21)

(4) For any v,w ∈ H3,

∥∆Φa(v) − ∆Φa(w)∥2L2 ≤ C ∥v −w∥2L2 + C
(
∥v∥4H1 + ∥w∥4H1

)
∥∆v − ∆w∥2H1

+ C
(
∥v∥2H1 + ∥w∥2H1

)(
∥v∥2H3 + ∥w∥2H3

)
∥v −w∥2H1 . (2.22)

(5) For any v,w ∈ Hs, where s ≥ 2,

∥Φa(v)∥2Hs ≤ C
(

1 + ∥v∥6Hs

)
. (2.23)

Proof. It follows from the definition of Φa that

⟨Φa(v) − Φa(w),v −w⟩L2 = λ1 ∥e · (v −w)∥2L2 − λ2

〈
(e · v)3e− (e ·w)3e,v −w

〉
L2 . (2.24)

Note that〈
(e · v)3e− (e ·w)3e,v −w

〉
L2 = (e · v)4 + (e ·w)4 − (e · v)3(e ·w) − (e ·w)3(e · v). (2.25)

By Young’s inequality,

|(e · v)3(e ·w)| ≤ (e · v)4

4/3
+

(e ·w)4

4
and |(e ·w)3(e · v)| ≤ (e ·w)4

4/3
+

(e · v)4

4
,

and thus from (2.25), 〈
(e · v)3e− (e ·w)3e,v −w

〉
L2 ≥ 0.

This, together with (2.24), implies (2.19).
Next, using the elementary identity

a3 − b3 = (a− b)(a2 + ab + b2), ∀a, b ∈ R, (2.26)

we have

∥Φa(v) − Φa(w)∥2L2 ≤ 2λ2
1 ∥v −w∥2L2 + 2λ2

2

∥∥(e · (v −w)
)(

(e · v)2 + (e · v)(e ·w) + (e ·w)2
)∥∥2

L2

≤ 2λ2
1 ∥v −w∥2L2 + 4λ2

2

(
∥v∥4Lp + ∥w∥4Lp

)
∥v −w∥2Lq ,

which implies (2.20).
Similarly, by the product rule for derivatives, Hölder’s and Young’s inequalities,

∥Φa(v) − Φa(w)∥2H1 ≤ 2λ2
1 ∥v −w∥2H1 + 2λ2

2

∥∥(e · (v −w)
)(

(e · v)2 + (e · v)(e ·w) + (e ·w)2
)∥∥2

H1

≤ 2λ2
1 ∥v −w∥2H1 + 4λ2

2

(
∥v∥4Lp + ∥w∥4Lp

)
∥v −w∥2Lq

+ 4λ2
2

(
∥v∥4L∞ + ∥w∥4L∞

)
∥∇v −∇w∥2L2

+ 4λ2
2

(
∥v∥2Lp + ∥w∥2Lp

)(
∥∇v∥2Lp + ∥∇w∥2Lp

)
∥v −w∥2Lq ,

which yields (2.21).
Next, we aim to show (2.22). Note that by the identity (2.26), writing a := e · u and b := e · v and

ρ := a− b, we have

∆(a3) − ∆(b3) = (∆ρ)(a2 + ab + b2) + ρ(2a∆a + |∇a|2 + a∆b + b∆a + 2∇a · ∇b + 2b∆b + |∇b|2)
+ 2∇ρ · (2a∇a + a∇b + b∇a + 2b∇b).
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Therefore, by Hölder’s inequality,∥∥∆(a3) − ∆(b3)
∥∥2
L2

≤ 2 ∥∆ρ∥2L6

(
∥a∥4L6 + ∥b∥4L6

)
+ 2 ∥ρ∥2L6

(
∥a∥2L6 + ∥b∥2L6

)(
∥∆a∥2L6 + ∥∆b∥2L6

)
+ 2 ∥ρ∥2L6

(
∥∇a∥4L6 + ∥∇b∥4L6

)
+ 8 ∥∇ρ∥2L2

(
∥a∥2L∞ + ∥b∥2L∞

)(
∥∇a∥2L∞ + ∥∇b∥2L∞

)
. (2.27)

Note that by the Gagliardo–Nirenberg and interpolation inequalities, we have for any function f ∈ H3(O),

∥f∥2L∞ ≤ C ∥f∥H1 ∥f∥H2 ≤ C ∥f∥3/2
H1 ∥f∥

1/2
H3 ,

∥∇f∥2L∞ ≤ C ∥∇f∥H1 ∥∇f∥H2 ≤ C ∥f∥1/2
H1 ∥f∥

3/2
H3 ,

∥∇f∥4L6 ≤ C ∥f∥4H2 ≤ C ∥f∥2H1 ∥f∥2H3 .

Using these inequalities in (2.27) and applying the Sobolev embedding H1 ↪→ L6, we obtain∥∥∆(a3) − ∆(b3)
∥∥2
L2

≤ C
(
∥a∥4H1 + ∥b∥4H1

)
∥∆ρ∥2H1 + C

(
∥a∥2H1 + ∥b∥2H1

)(
∥a∥2H3 + ∥b∥2H3

)
∥ρ∥2H1

+ C
(
∥a∥3/2

H1 ∥a∥
1/2
H3 + ∥b∥3/2

H1 ∥b∥
1/2
H3

)(
∥a∥1/2

H1 ∥a∥
3/2
H3 + ∥b∥1/2

H1 ∥b∥
3/2
H3

)
∥∇ρ∥2L2

≤ C
(
∥a∥4H1 + ∥b∥4H1

)
∥∆ρ∥2H1 + C

(
∥a∥2H1 + ∥b∥2H1

)(
∥a∥2H3 + ∥b∥2H3

)
∥ρ∥2H1

≤ C
(
∥v∥4H1 + ∥w∥4H1

)
∥∆v − ∆w∥2H1 + C

(
∥v∥2H1 + ∥w∥2H1

)(
∥v∥2H3 + ∥w∥2H3

)
∥v −w∥2H1 . (2.28)

where in the last step we used Young’s inequality. Hence, by the triangle inequality,

∥∆Φa(v) − ∆Φa(w)∥2L2 ≤ λ2
1 ∥ρe∥

2
L2 + λ2

2

∥∥(∆(a3) − ∆(b3)
)
e
∥∥2
L2

≤ λ2
1 ∥u− v∥2L2 + λ2

2

∥∥∆(a3) − ∆(b3)
∥∥2
L2 ,

and thus the required inequality (2.22) follows from (2.28).
Finally, inequality (2.23) follows by applying (2.18) to the definition of Φa(v). □

Next, we prove several estimates related to the map R (which defines the spin torque term, see (2.1))
in the following lemmas.

Lemma 2.4. Let ν ∈ H2(O;Rd) be given, satisfying assumption (2.6). Let R be the map defined by (2.1).
For any ϵ, σ > 0, there exists a positive constant Cϵ such that for any v,w ∈ H1 ∩ L∞,∣∣ ⟨R(v),v⟩L2

∣∣ ≤ Cϵν∞ ∥v∥2L2 + χ2σ−1 ∥v∥4L4 + ϵ ∥∇v∥2L2 +
σ

4
∥∇v∥2L2 , (2.29)∣∣ ⟨R(v),w⟩L2

∣∣ ≤ Cϵν∞

(
∥∇v∥2L2 + ∥|v| |∇v|∥2L2

)
+ ϵ ∥w∥2L2 , (2.30)∣∣ ⟨R(v) −R(w),v −w⟩L2

∣∣ ≤ Cϵν∞

(
1 + ∥w∥2L∞

)
∥v −w∥2L2 + ϵ ∥∇v −∇w∥2L2 , (2.31)

where ν∞ was defined in (2.6). Furthermore, for any v,w ∈ H2k, where k ∈ N,∣∣∣ 〈R(v) −R(w),∆kv − ∆kw
〉
L2

∣∣∣ ≤ Cϵν∞

(
1 + ∥v∥2H2 + ∥w∥2H2

)
∥v −w∥2H1 + ϵ

∥∥∥∆kv − ∆kw
∥∥∥2
L2

.

(2.32)

Proof. These can be shown in the same manner as in [26, Lemma 2.3]. □

Lemma 2.5. Let ν ∈ H2(O;Rd) be given, satisfying assumption (2.6). There exists a positive constant
C such that for sufficiently regular v,

∥R(v)∥2H1 ≤ Cν∞

(
1 + ∥v∥4H1 + ∥∆v∥4L2

)
, (2.33)

∥R(v)∥2H2 ≤ Cν∞

(
1 + ∥v∥2H2

)
∥v∥2H3 . (2.34)
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Proof. We first show (2.33). By Hölder’s inequality,

∥R(v)∥2L2 ≤ C ∥ν∥2L4(O;Rd) ∥∇v∥2L4 + C ∥v∥2L6 ∥ν∥2L6(O;Rd) ∥∇v∥2L6

≤ Cν∞

(
1 + ∥v∥2H1

)
∥∆v∥2L2 . (2.35)

Next, by Hölder’s and Young’s inequalities, and the Sobolev embedding, we have

∥∇R(v)∥2L2 ≤ β2
1

(
∥ν∥2L∞(O;Rd) ∥v∥

2
H2 + ∥∇ν∥2L3(O;Rd) ∥∇v∥2L6

)
+ (β2 + χ)2

(
∥ν∥2L∞(O;Rd) ∥∇v∥4L4 + ∥v∥2L6 ∥∇ν∥2L6 ∥∇v∥2L6 + ∥v∥2L∞ ∥ν∥2L∞(O;Rd) ∥v∥

2
H2

)
≤ Cν∞

(
1 + ∥v∥4H1 + ∥∆v∥4L2

)
, (2.36)

Adding (2.35) and (2.36) gives (2.33).
Finally, inequality (2.34) follows by applying (2.18) to the definition of R(v). □

Further estimates for the map R in the case d ≤ 2 are stated below. These will be needed in Section 5.2.

Lemma 2.6. Let d ≤ 2 and ν ∈ H2(O;Rd) be given, satisfying assumption (2.6). Let R be the map
defined by (2.1). For any ϵ > 0, there exists a positive constant Cϵ such that for sufficiently regular v,∣∣ ⟨R(v),∆v⟩L2

∣∣ ≤ Cϵν∞

(
1 + ∥v∥4L4

)
∥∇v∥2L2 + ϵ ∥∆v∥2L2 , (2.37)∣∣ ⟨∇R(v),∇∆v⟩L2

∣∣ ≤ Cϵν∞

(
1 + ∥v∥4H1 + ∥∆v∥4L2

)
+ ϵ ∥∇∆v∥2L2 , (2.38)∣∣ 〈∆R(v),∆2v

〉
L2

∣∣ ≤ Cϵν∞

(
1 + ∥v∥4H2

)
+ Cϵν∞

(
1 + ∥v∥2H2

)
∥∇∆v∥2L2 + ϵ

∥∥∆2v
∥∥2
L2 , (2.39)

where ν∞ was defined in (2.6). Furthermore, for sufficiently regular v and w,∣∣ ⟨∇R(v) −∇R(w),∇∆v −∇∆w⟩L2

∣∣ ≤ Cϵν∞

(
1 + ∥v∥2H2 + ∥w∥2H2

)
∥v −w∥2H2

+ ϵ ∥∇∆v −∇∆w∥2L2 . (2.40)

Proof. Firstly, by Hölder’s and Young’s inequalities, and the Gagliardo–Nirenberg inequalities (for d ≤ 2)
we obtain∣∣ ⟨R(v),∆v⟩L2

∣∣ ≤ β1 ∥ν∥L∞(O;Rd) ∥∇v∥L2 ∥∆v∥L2 +
(
β2 ∥ν∥L∞(O;Rd) + χ

)(
∥v∥L4 ∥∇v∥1/2L2 ∥∆v∥3/2L2

)
≤ Cϵν∞

(
1 + ∥v∥4L4

)
∥∇v∥2L2 + ϵ ∥∆v∥2L2 ,

showing (2.37). Next, (2.38) follows from (2.33) and Young’s inequality. Similarly, the estimate (2.39) can
be deduced from (2.34) and Young’s inequality. The inequality (2.40) can be shown in a similar manner
as (2.32) and (2.38). This completes the proof of the lemma. □

Next, estimates on S(u) are stated in the following lemma.

Lemma 2.7. Let S be the map satisfying (2.7) and k ≥ 0. For any ϵ > 0, there exists a positive constant
Cϵ such that for sufficiently regular v and w,∣∣ ⟨S(v),w⟩L2

∣∣ ≤ Cϵ

(
∥v∥2L2 + ∥v∥4L4

)
+ ϵ ∥w∥2L2 , (2.41)∣∣ ⟨∇S(v),∇w⟩L2

∣∣ ≤ Cϵ

(
∥∇v∥2L2 + ∥|v||∇v|∥2L2

)
+ ϵ ∥∇w∥2L2 , (2.42)∣∣ 〈∆S(v),∆2w

〉
L2

∣∣ ≤ Cϵ ∥∇v∥4L4 + Cϵ

(
1 + ∥v∥2L∞

)
∥∆v∥2L2 + ϵ

∥∥∆2w
∥∥2
L2 , (2.43)∣∣∣ 〈S(v) − S(w),∆kv − ∆kw

〉
L2

∣∣∣ ≤ Cϵ

(
1 + ∥v∥2L∞ + ∥w∥2L∞

)
∥v −w∥2L2 + ϵ

∥∥∥∆kv − ∆kw
∥∥∥2
L2

,

(2.44)∣∣∣ ⟨∇S(v) −∇S(w),∇∆v −∇∆w⟩L2

∣∣∣ ≤ Cϵ

(
1 + ∥v∥2H2 + ∥w∥2H2

)
∥v −w∥2H1 + ϵ ∥∇∆v −∇∆w∥2L2 .

(2.45)
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Proof. These inequalities follow from (2.7), (2.8), (2.9), (2.10), and Young’s inequality. Inequality (2.45)
can be shown in a similar manner as (2.40). □

Some properties of the operator Φd defining the demagnetising field are recalled below (see also [42]).

Theorem 2.8. The solution to (2.4) can be written as

Φd(v) = −∇
(
G ∗ div(v)

)
, (2.46)

where G is the fundamental solution of the Laplace operator and ∗ denotes the convolution operator.
Furthermore, the following statements hold

(1) For any v ∈ Hs(O), where s ≥ 0, we have

∥Φd(v)∥Hs(R3) ≤ ∥v∥Hs(O) . (2.47)

(2) If v ∈ Wk,p(O) for some p ∈ (1,∞) and k ∈ N, then the restriction of Φd(v) to O belongs to
Wk,p(O) and satisfies

∥Φd(v)∥Wk,p(O) ≤ C ∥v∥Wk,p(O) , (2.48)

where the positive constant C is independent of v.

Proof. Refer to [44, Section 2.5], [9, Lemma 2.3] and [14, Lemma 3.1]. □

2.4. Faedo–Galerkin method. The Faedo–Galerkin approximation will be used to establish the exis-
tence of solution to (1.1). Let {ei}∞i=1 denote an orthonormal basis of L2 consisting of eigenfunctions of
−∆ such that

−∆ei = µiei in O and
∂ei
∂n

= 0 on ∂O, ∀i ∈ N,

where µi are the eigenvalues of −∆ associated with ei.
Let Vn := span{e1, . . . , en} and Πn : L2 → Vn be the orthogonal projection defined by

⟨Πnv,ϕ⟩L2 = ⟨v,ϕ⟩L2 , ∀ϕ ∈ Vn, v ∈ L2.

Note that Πn is self-adjoint and satisfies

∥Πnv∥L2 ≤ ∥v∥L2 , ∀v ∈ L2,

∥∇Πnv∥L2 ≤ ∥∇v∥L2 , ∀v ∈ H1.

Also,

⟨Πn∆v,ϕ⟩L2 = ⟨∆Πnv,ϕ⟩L2 , ∀ϕ ∈ Vn, v ∈ D(∆).

The Faedo–Galerkin method seeks to approximate the solution to (1.1) by un(t) ∈ Vn satisfying the
equation

∂tun = σ
(
Hn + ΠnΦd(un)

)
− ε∆Hn − εΠn∆Φd(un)

− γΠn

(
un × (Hn + Φd(un))

)
+ ΠnR(un) + ΠnS(un) in (0, T ) × O,

Hn = Πn

(
Ψ(un)

)
+ Φa(un)

)
in (0, T ) × O,

un(0) = u0n in O,

(2.49)

where the maps R, S, Ψ, Φa, and Φd are specified in Section 2.2, and u0n := Πnu0 ∈ Vn.
The existence of solutions to the above ordinary differential equation in Vn defined on the inter-

val (0, tn) ⊆ (0, T ) is guaranteed by the Cauchy–Lipschitz theorem. In the next section, we will prove
several a priori estimates, which are used to ensure the Faedo–Galerkin solutions (un,Hn) can be con-
tinued globally to (0,+∞) for any initial data u0n ∈ Vn.
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3. Uniform estimates

In the following, we will derive various estimates on un and Hn which are uniform in n to show global
existence and uniqueness of solution to (1.1), as well as the existence of an absorbing set. Several types
of bounds are proved in this section, namely for k = 0, 1, 2, 3, we derive:

(1) bounds for ∥un∥L∞(0,T ;Hk) which depend on ∥u0∥Hk , and bounds for ∥un∥L2(0,T ;Hk+2) which depend

on ∥u0∥Hk and T ,
(2) for sufficiently large tk := tk(u0), bounds for ∥un∥L∞(tk,∞;Hk) which are independent of u0 and t,

(3) bounds for ∥un∥L∞(0,∞;Hk) which depend on ∥u0∥Hk−1 , but are independent of ∥u0∥Hk .

Corresponding estimates for Hn will also be shown. These will be essential in the proof of existence of
attractors in the next section. For ease of presentation, we often omit the dependence of the functions on
t in the proof of these estimates. For some of the estimates, we highlight the dependence of the constant
on ε as this will be used subsequently.

Proposition 3.1. For any n ∈ N and t ≥ 0, the following bounds hold:∫ t

0
∥un(s)∥4L4 ds +

∫ t

0
∥∇un(s)∥2L2 ds + ε

∫ t

0
∥∆un(s)∥2L2 ds + ε

∫ t

0
∥|un(s)||∇un(s)|∥2L2 ds

≤ C(1 + t) ∥u0∥2L2 , (3.1)

where C is independent of ε and u0, and

∥un(t)∥2L2 ≤ M, (3.2)

where M depends on ∥u0∥L2 , but is independent of ε and t.
Furthermore, there exists t0 depending on ∥u0∥L2 such that for all t ≥ t0,

∥un(t)∥2L2 +

∫ t+1

t

(
∥un(s)∥4L4 + ∥∇un(s)∥2L2 + ε ∥∆un(s)∥2L2 + ε ∥|un(s)||∇un(s)|∥2L2

)
ds ≤ ρ0, (3.3)

where the constant ρ0 is independent of u0, ε, and t.
Finally, for any t ≥ 0 and δ > 0,∫ t+δ

t

(
∥un(s)∥4L4 + ∥∇un(s)∥2L2 + ε ∥∆un(s)∥2L2 + ε ∥|un(s)||∇un(s)|∥2L2

)
ds ≤ µ0, (3.4)

where the constant µ0 depends only on M and δ.

Proof. Taking the inner product of the first equation in (2.49) with un and integrating by parts give

1

2

d

dt
∥un∥2L2 = σ ⟨Hn,un⟩L2 + σ ⟨Φd(un),un⟩L2 + ε ⟨∇Hn,∇un⟩L2 − ε ⟨∆Φd(un),un⟩L2

+ ⟨R(un),un⟩L2 + ⟨S(un),un⟩L2 (3.5)

Taking the inner product of the second equation in (2.49) with un and ∆un, successively, give

σ ⟨Hn,un⟩L2 = −σ ∥∇un∥2L2 + κ1σ ∥un∥2L2 − κ2σ ∥un∥4L4 + λ1 ∥e · un∥2L2 − λ2 ∥e · un∥4L4 (3.6)

ε ⟨∇Hn,∇un⟩L2 = −ε ∥∆un∥2L2 + εκ1 ∥∇un∥2L2 − εκ2 ∥|un||∇un|∥2L2 − 2εκ2 ∥un · ∇un∥2L2

+ ελ1 ∥e · ∇un∥2L2 − 3ελ2 ∥(e · un)(e · ∇un)∥2L2 . (3.7)

Adding equations (3.5), (3.6), and (3.7), we have

1

2

d

dt
∥un∥2L2 + ε ∥∆un∥2L2 + σ ∥∇un∥2L2 + εκ2 ∥|un||∇un|∥2L2 + 2εκ2 ∥un · ∇un∥2L2 + κ2σ ∥un∥4L4

= σ ⟨Φd(un),un⟩L2 − ε ⟨∆Φd(un),un⟩L2 + ⟨R(un),un⟩L2 + κ1σ ∥un∥2L2 + εκ1 ∥∇un∥2L2

+ λ1 ∥e · un∥2L2 − λ2 ∥e · un∥4L4 + ελ1 ∥e · ∇un∥2L2 − 3ελ2 ∥(e · un)(e · ∇un)∥2L2 + ⟨S(un),un⟩L2

= I1 + I2 + · · · + I10. (3.8)
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For the first and the second term, we apply Hölder’s inequality and (2.47) to obtain

|I1| ≤ σ ∥Φd(un)∥L2 ∥un∥L2 ≤ C ∥un∥2L2 , (3.9)

|I2| ≤ ε ∥∆Φd(un)∥L2 ∥un∥L2 ≤ Cε ∥un∥2L2 +
ε

4
∥∆un∥2L2 . (3.10)

For the term I3, by (2.29),

|I3| ≤ Cν∞ ∥un∥2L2 + χ2σ−1 ∥un∥4L4 +
σ

4
∥∇un∥2L2 . (3.11)

For the terms I5 and I8, by Young’s inequality and interpolation inequality (2.16), we have

|I5| + |I8| ≤ Cε ∥un∥2L2 +
ε

4
∥∆un∥2L2 . (3.12)

For the last term, by (2.7) we have

|I10| ≤ C ∥un∥2L2 + C ∥un∥3L3 +
σ

4
∥∇un∥2L2 . (3.13)

Substituting (3.9), (3.10), (3.11), and (3.12) into (3.8) (noting assumption (2.5) and that e is a unit
vector), then rearranging the terms give

d

dt
∥un∥2L2 + ε ∥∆un∥2L2 + σ ∥∇un∥2L2 + εκ2 ∥|un||∇un|∥2L2 + κ1σ ∥un∥2L2 + κ2σ ∥un∥4L4 ≤ C

(
1 + ∥un∥3L3

)
which can be rearranged into

d

dt
∥un∥2L2 + ε ∥∆un∥2L2 + σ ∥∇un∥2L2 + εκ2 ∥|un||∇un|∥2L2 + κ1σ ∥un∥2L2 +

1

2
κ2σ ∥un∥4L4

≤ C
(

1 + ∥un∥3L3

)
− 1

2
κ2σ ∥un∥4L4 , (3.14)

where C is independent of ε. Now, note that for any α, β > 0, we have

α ∥un∥3L3 − β ∥un∥4L4 =

∫
O
α|un|3 − β|un|4 dx ≤ α4|O|

β3
.

Using this inequality with α = C and β = κ2σ/2, we obtain from (3.14),

d

dt
∥un∥2L2 + ε ∥∆un∥2L2 + 2σ ∥∇un∥2L2 + εκ2 ∥|un||∇un|∥2L2 + κ1σ ∥un∥2L2 + κ2σ ∥un∥4L4 ≤ C. (3.15)

The Gronwall inequality then yields

∥un(t)∥2L2 ≤ e−κ1σt ∥u0∥2L2 + C(κ1σ)−1,

which implies the existence of positive constants M and ρ0 such that

∥un(t)∥2L2 ≤ M and lim sup
t→∞

∥un(t)∥2L2 ≤ 1

4
ρ0. (3.16)

Here, M depends on ∥u0∥L2 but is independent of ε, while ρ0 is independent of ∥u0∥L2 . Thus, the
inequality (3.2) is shown. Integrating (3.15) over (0, t) and rearranging the terms then yield (3.1).

To prove (3.3), we note that the second inequality in (3.16) also implies

∥un(t)∥2L2 ≤ 1

2
ρ0, ∀t ≥ t0, (3.17)

for some sufficiently large t0 (depending on ∥u0∥L2). Integrating (3.15) over (t, t + 1), rearranging the
terms, and using (3.17). we obtain the second inequality in (3.3). By the same argument, but using (3.2)
and integrating over (t, t + δ) instead, we obtain (3.4). This completes the proof of the proposition. □

The following proposition establishes a parabolic smoothing estimate, which will be used later to deduce
the existence of an exponential attractor and obtain an estimate for the dimension of the attractor.

Proposition 3.2. For all t > 0,

∥un(t)∥2H1 ≤ M0ε
−1(1 + t + t−1),

where M0 depends only on the coefficients of (1.1), |O|, ν∞, and ∥u0∥L2 (but is independent of ε).
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Proof. Taking the inner product of the first equation in (2.49) with Hn and the second equation with
∂tun, we obtain

⟨∂tun,Hn⟩L2 = σ ∥Hn∥2L2 + ε ∥∇Hn∥2L2 + σ ⟨Φd(un),Hn⟩L2 + ε ⟨∆Φd(un),Hn⟩L2

− γ ⟨un × Φd(un),Hn⟩L2 + ⟨R(un),Hn⟩L2 + ⟨S(un),Hn⟩L2 , (3.18)

⟨Hn, ∂tun⟩L2 = −1

2

d

dt
∥∇un∥2L2 +

κ1
2

d

dt
∥un∥2L2 −

κ2
4

d

dt
∥un∥4L4

+
λ1

2

d

dt
∥e · un∥2L2 −

λ2

4

d

dt
∥e · un∥4L4 . (3.19)

For the third and the fourth term on the right-hand side of (3.18), by Young’s inequality and (2.47),

σ
∣∣∣ ⟨Φd(un),Hn⟩L2

∣∣∣ + ε
∣∣∣ ⟨∆Φd(un),Hn⟩L2

∣∣∣ ≤ C ∥un∥2L2 + Cε ∥∆un∥2L2 +
σ

8
∥Hn∥2L2 .

For the fifth term on the right-hand side of (3.18), we use (2.48) and Young’s inequality to obtain

γ
∣∣∣ ⟨un × Φd(un),Hn⟩L2

∣∣∣ ≤ C ∥un∥4L4 +
σ

8
∥Hn∥2L2 .

For the last two terms in (3.18), we apply (2.30) and (2.41) respectively. Altogether, from (3.18) and (3.19)
we have

1

2

d

dt
∥∇un∥2L2 +

κ2
4

d

dt

∥∥|un|2 − κ1/κ2
∥∥2
L2 +

λ2

4

d

dt

∥∥(e · un)2 − λ1/λ2

∥∥2
L2 + σ ∥Hn∥2L2 + ε ∥∇Hn∥2L2

≤ C
(

1 + ∥un∥4L4

)
+ Cε ∥∆un∥2L2 + Cν∞

(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+

σ

2
∥Hn∥2L2 , (3.20)

which implies

d

dt
∥∇un∥2L2 ≤ Cν∞ ∥∇un∥2L2 + C

(
1 + ∥un∥4L4 + ε ∥∆un∥2L2 + ν∞ ∥|un| |∇un|∥2L2

)
.

On the other hand, due to (3.4), we have∫ t+1

t

(
∥un(s)∥4L4 + ε ∥un(s)∥2H2 + ε ∥|un(s)||∇un(s)|∥2L2

)
ds ≤ µ0.

Therefore, by using Corollary A.2 and noting (3.1), we obtain, for any t ≥ 0,

∥∇un(t)∥2L2 ≤ Cε−1t + Cε−1(1 + t−1),

which implies the required result. □

Proposition 3.3. For any n ∈ N and t ≥ 0,

∥un(t)∥2H1 ≤ Cε−1 ∥u0∥2H1 , (3.21)∫ t

0
∥Hn(s)∥2L2 ds + ε

∫ t

0
∥∇Hn(s)∥2L2 ds + ε2

∫ t

0
∥un(s)∥2H3 ds ≤ Cε−1(1 + t3) ∥u0∥2H1 , (3.22)

where C is a constant which is independent of ε, t, and u0.
Moreover, there exists t1 depending on ∥u0∥L2 such that for all t ≥ t1,

ε ∥un(t)∥2H1 +

∫ t+1

t

(
ε ∥Hn(s)∥2L2 + ε2 ∥∇Hn(s)∥2L2 + ε3 ∥un(s)∥2H3

)
ds ≤ ρ1, (3.23)

where ρ1 is independent of u0, ε, and t.
Finally, let δ > 0 be arbitrary. Then for all t ≥ δ,

ε ∥un(t)∥2H1 +

∫ t+δ

t

(
ε ∥Hn(s)∥2L2 + ε2 ∥∇Hn(s)∥2L2 + ε3 ∥un(s)∥2H3

)
ds ≤ µ1, (3.24)

where µ1 depends on ∥u0∥L2 , but is independent of ε and t.
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Proof. Integrating (3.20) with respect to t and rearranging (noting (3.1)), we obtain

∥un(t)∥2H1 + σ

∫ t

0
∥Hn(s)∥2L2 ds + ε

∫ t

0
∥∇Hn(s)∥2L2 ds ≤ Cε−1(1 + t) ∥u0∥2H1 . (3.25)

Note that the bound for ∥un(t)∥H1 still depends on t. Taking the inner product of the second equation
in (2.49) with ∆2un and integrating by parts as necessary give

∥∇∆un∥2L2 = κ1 ∥∆un∥2L2 + ⟨∇Hn,∇∆un⟩L2 + κ2
〈
∇(|un|2un),∇∆un

〉
L2

− λ1 ⟨e(e · ∇un),∇∆un⟩L2 + 3λ2

〈
e(e · un)2e(e · ∇un),∇∆un

〉
L2

≤ κ1 ∥∆un∥2L2 + ∥∇Hn∥L2 ∥∇∆un∥L2 + κ2
∥∥∇(|un|2un)

∥∥
L2 ∥∇∆un∥L2

+ λ1 ∥∇un∥L2 ∥∇∆un∥L2 + 3λ2 ∥un∥2L6 ∥∇un∥L6 ∥∇∆un∥L2

≤ C ∥un∥2H2 + C ∥∇Hn∥2L2 + C ∥un∥4L6 ∥∇un∥2L6 +
1

2
∥∇∆un∥2L2

≤ C
(

1 + ∥un∥4H1

)
∥un∥2H2 + C ∥∇Hn∥2L2 +

1

2
∥∇∆un∥2L2 , (3.26)

where in the penultimate step we used Young’s inequality and the Sobolev embedding H1 ↪→ L6. Rear-
ranging the terms, integrating both sides over (0, t), then applying (3.25) and (3.1), we obtain∫ t

0
∥∇∆un∥2L2 ds ≤ Cε−3(1 + t3) ∥u0∥2H1 .

This, together with (3.25) shows (3.22).
Next, from (3.20) and noting (3.4), we have by the uniform Gronwall inequality that,

∥un(t)∥2H1 +
∥∥|un(t)|2 − κ1/κ2

∥∥2
L2 ≤ Cε−1, ∀t ≥ δ, (3.27)

where C is independent of ε. We now take δ = 1. For t ∈ (0, 1), (3.25) gives

∥un(t)∥2H1 ≤ Cε−1 ∥u0∥2H1 ,

where C is independent of t and ε. This bound, together with (3.27), yields (3.21).
Noting (3.3), we apply the uniform Gronwall inequality to (3.20) to obtain

∥∇un∥2L2 +
κ2
2

∥∥|un|2 − κ1/κ2
∥∥2
L2 ≤ Cε−1, ∀t ≥ t0 + 1, (3.28)

where C is independent of u0, ε, and t. Inserting this into (3.20) and integrating over (t, t + 1) give∫ t+1

t
σ ∥Hn∥2L2 + ε ∥∇Hn∥2L2 ds ≤ Cε−1, ∀t ≥ t0 + 1. (3.29)

Now, integrating (3.26) over (t, t + 1) and rearranging the terms (and noting (3.28)), we obtain∫ t+1

t
∥∇∆un∥2L2 ds ≤ Cε−3, ∀t ≥ t0 + 1, (3.30)

where C is independent of u0, ε, and t. Altogether, (3.28), (3.29), and (3.30) yield (3.23).
By similar argument, but integrating (3.20) over (t, t+δ) instead and applying (3.27), we obtain (3.24).

This completes the proof of the proposition. □

Proposition 3.4. For any n ∈ N and t ≥ 0,

∥Hn(t)∥2L2 ≤ Cε−4 ∥u0∥2H2 , (3.31)∫ t

0
∥∂tun(s)∥2L2 ds ≤ Cε−3(1 + t3) ∥u0∥2H2 , (3.32)

where C is a constant which is independent of ε, t, and u0.
Moreover, there exists t2 depending on ∥u0∥L2 such that for all t ≥ t2,

ε4 ∥Hn(t)∥2L2 +

∫ t+1

t
ε3 ∥∂tun(s)∥2L2 ds ≤ ρ2. (3.33)
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Here, ρ2 is independent of u0, ε, and t.
Finally, let δ > 0 be arbitrary. Then for all t ≥ δ,

ε4 ∥Hn(t)∥2L2 +

∫ t+δ

t
ε3 ∥∂tun(s)∥2L2 ds ≤ µ2, (3.34)

where µ2 depends on ∥u0∥L2 , but is independent of ε and t.

Proof. Taking the inner product of the first equation in (2.49) with ∂tun yields

∥∂tun∥2L2 = σ ⟨Hn, ∂tun⟩L2 + ε ⟨∇Hn,∇∂tun⟩L2 + σ ⟨ΠnΦd(un), ∂tun⟩L2

− ε ⟨∆ΠnΦd(un), ∂tun⟩L2 − γ ⟨un ×Hn, ∂tun⟩L2 − γ ⟨un × Φd(un), ∂tun⟩L2

+ ⟨R(un), ∂tun⟩L2 + ⟨S(un), ∂tun⟩L2 . (3.35)

Differentiating the second equation in (2.49) with respect to t, then taking inner product with εHn yields

ε

2

d

dt
∥Hn∥2L2 = −ε ⟨∇∂tun,∇Hn⟩L2 + κ1ε ⟨∂tun,Hn⟩L2 − κ2ε

〈
∂t(|un|2un),Hn

〉
L2

+ λ1ε ⟨(e · ∂tun)e,Hn⟩L2 − 3λ2ε
〈
(e · un)2e(e · ∂tun),Hn

〉
L2

Adding this to (3.35), then applying Hölder’s and Young’s inequalities give

ε

2

d

dt
∥Hn∥2L2 + ∥∂tun∥2L2

= (σ + κ1ε) ⟨∂tun,Hn⟩L2 + σ ⟨ΠnΦd(un), ∂tun⟩L2 − ε ⟨∆ΠnΦd(un), ∂tun⟩L2

− γ ⟨un ×Hn, ∂tun⟩L2 − γ ⟨un × Φd(un), ∂tun⟩L2 − κ2ε
〈
∂t(|un|2un),Hn

〉
L2

+ λ1ε ⟨(e · ∂tun)e,Hn⟩L2 − 3λ2ε
〈
(e · un)2e(e · ∂tun),Hn

〉
L2 + ⟨R(un), ∂tun⟩L2 + ⟨S(un), ∂tun⟩L2

= J1 + J2 + · · · + J10. (3.36)

We will estimate each term on the last line. For the first three terms, by Young’s inequality (noting (2.47)),
we have

|J1| + |J2| + |J3| ≤ C ∥un∥2L2 + Cε ∥∆un∥2L2 + C ∥Hn∥2L2 +
1

9
∥∂tun∥2L2 .

For the term J5, similarly we have

|J5| ≤ γ ∥un∥L∞ ∥un∥L2 ∥∂tun∥L2 ≤ C ∥un∥2H2 ∥un∥2L2 +
1

9
∥∂tun∥2L2 .

For the terms J4 and J6, by Hölder’s and Young’s inequalities,

|J4| ≤ γ ∥un∥L4 ∥Hn∥L4 ∥∂tun∥L2 ≤ C ∥un∥2H1 ∥Hn∥2H1 +
1

9
∥∂tun∥2L2 ,

|J6| ≤ κ2ε ∥∂tun∥L2 ∥un∥2L6 ∥Hn∥L6 ≤ Cε2 ∥un∥4H1 ∥Hn∥2H1 +
1

9
∥∂tun∥2L2 .

For the terms J7 and J8, by similar argument we have

|J7| ≤ Cε2 ∥Hn∥2L2 +
1

9
∥∂tun∥2L2 ,

|J8| ≤ Cε2 ∥un∥4H1 ∥Hn∥2H1 +
1

9
∥∂tun∥2L2 .

For the terms J9 and J10, we apply (2.30) and (2.41) respectively to obtain

|J9| ≤ Cν∞

(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+

1

9
∥∂tun∥2L2 ,

|J10| ≤ C
(
∥un∥2L2 + ∥un∥4L4

)
+

1

9
∥∂tun∥2L2 .

Altogether, from (3.36) we infer

ε
d

dt
∥Hn∥2L2 + ∥∂tun∥2L2 ≤ C ∥Hn∥2L2 + C

(
∥un∥2H1 + ε2 ∥un∥4H1

)
∥Hn∥2H1 + C ∥un∥2L2 ∥un∥2H2
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+ Cν∞

(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+ C

(
∥un∥2L2 + ∥un∥4L4

)
. (3.37)

Integrating this with respect to t and using (3.1), (3.21), and (3.22), we obtain

ε ∥Hn∥2L2 +

∫ t

0
∥∂tun(s)∥2L2 ds ≤ Cε−3(1 + t3) ∥u0∥2H2 , (3.38)

which gives (3.32), but not exactly (3.31) since this bound still depends on t. Inequality (3.31) will be
derived after the rest of the proposition is shown.

Next, note that for t ≥ t1 (as defined in Proposition 3.3), the estimates (3.3), (3.23), and (3.37) imply

ε
d

dt
∥Hn∥2L2 ≤ C ∥Hn∥2L2 + Cε−1(1 + ρ21) ∥Hn∥2H1 + Cρ0

(
1 + ∥un∥2H2

)
+ Cν∞

(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+ C ∥un∥4L4 .

The uniform Gronwall inequality (noting (3.3) and (3.23)) yields

∥Hn(t)∥2L2 ≤ Cε−4, ∀t ≥ t1 + 1, (3.39)

where C is a constant independent of t, ε, and u0. Noting (3.39), integrating (3.37) over (t, t + 1) and
rearranging the terms, we obtain (3.33). Similarly, integrating over (t, t + δ) instead, by the uniform
Gronwall inequality and (3.24), we have (3.34).

Finally, applying (3.34) with δ = 1, we have

ε4 ∥Hn(t)∥2L2 ≤ µ2, ∀t ≥ 1.

where µ2 is independent of ε and t. This, together with the bound (3.38) for t ≤ 1, implies (3.31). Thus,
the proof is completed. □

Proposition 3.5. For any n ∈ N and t ≥ 0,

∥un(t)∥2H2 ≤ Cε−4 ∥u0∥2H2 , (3.40)∫ t

0
ε ∥∆Hn(s)∥2L2 ds +

∫ t

0
ε ∥un(s)∥2H4 ds ≤ Cε−4(1 + t3) ∥u0∥2H2 , (3.41)

where C is a constant which is independent of ε, t, and u0.
Moreover, there exists t3 depending on ∥u0∥L2 such that for all t ≥ t3,

ε4 ∥un(t)∥2H2 +

∫ t+1

t
ε5 ∥Hn(s)∥2H2 ds +

∫ t+1

t
ε5 ∥un(s)∥2H4 ds ≤ ρ3, (3.42)

where ρ3 is independent of u0, ε, and t.
Finally, let δ > 0 be arbitrary. Then for all t ≥ δ,

ε4 ∥un(t)∥2H2 +

∫ t+δ

t
ε5 ∥Hn(s)∥2H2 ds +

∫ t+δ

t
ε5 ∥un(s)∥2H4 ds ≤ µ3, (3.43)

where µ3 depends on ∥u0∥L2 , but is independent of ε and t.

Proof. Taking the inner product of the second equation in (2.49) with ∆un, we obtain

⟨Hn,∆un⟩L2 = ∥∆un∥2L2 − κ1 ∥∇un∥2L2 − κ2
〈
|un|2un,∆un

〉
L2

+ λ1 ⟨(e · un)e,∆un⟩L2 − λ2

〈
(e · un)3e,∆un

〉
L2

Therefore, after rearranging the terms, we have

∥∆un∥2L2 = κ1 ∥∇un∥2L2 + ⟨Hn,∆un⟩L2 + κ2
〈
|un|2un,∆un

〉
L2

− λ1 ⟨e(e · un),∆un⟩L2 + λ2

〈
(e · un)3e,∆un

〉
L2

≤ κ1 ∥∇un∥2L2 +
1

2
∥∆un∥2L2 + C ∥Hn∥2L2 + C ∥un∥6L6 + C ∥un∥2L2

≤ C
(

1 + ∥un∥4H1

)
∥un∥2H1 + ∥Hn∥2L2 +

1

2
∥∆un∥2L2 , (3.44)
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where we used Young’s inequality and the Sobolev embedding H1 ↪→ L6. Rearranging the terms in this
inequality, noting (3.21) and (3.31), we then have

∥∆un∥2L2 ≤ Cε−4 ∥u0∥2H2 , (3.45)

which, together with (3.2), implies (3.40).
Similarly, taking the inner product of the first equation in (2.49) with ∆Hn, rearranging the terms,

and applying Hölder’s inequality, we have

ε ∥∆Hn∥2L2 + σ ∥∇Hn∥2L2

= −⟨∂tun,∆Hn⟩L2 + σ ⟨Φd(un),∆Hn⟩L2 − ε ⟨∆Φd(un),∆Hn⟩L2

− γ ⟨un ×Hn,∆Hn⟩L2 − γ ⟨un × Φd(un),∆Hn⟩L2 + ⟨R(un),∆Hn⟩L2 + ⟨S(un),∆Hn⟩L2

= I1 + I2 + · · · + I7. (3.46)

For the terms I1, I2, and I3, we apply Young’s inequality and (2.47) to infer

|I1| + |I2| + |I3| ≤ Cε−1 ∥∂tun∥2L2 + C ∥un∥2H1 + Cε ∥∆un∥2L2 +
σ

8
∥∇Hn∥2L2 +

ε

8
∥∆Hn∥2L2 .

For the terms I4 and I5, by Hölder’s and Young’s inequalities (noting (2.47)), we have

|I4| ≤ γ ∥un∥L4 ∥Hn∥L4 ∥∆Hn∥L2 ≤ Cε−1 ∥un∥2H1 ∥Hn∥2H1 +
ε

8
∥∆Hn∥2L2 ,

|I5| ≤ γ ∥un∥2L4 ∥∆Hn∥L2 ≤ Cε−1 ∥un∥4L4 +
ε

8
∥∆Hn∥2L2 .

For the last two terms, we use (2.30) and (2.41) respectively, to obtain

|I6| + |I7| ≤ Cν∞ε−1
(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+ Cε−1

(
∥un∥2L2 + ∥un∥4L4

)
+

ε

8
∥∆Hn∥2L2 .

Altogether, substituting these estimates into (3.46) and integrating both sides with respect to t (noting
(3.32), (3.45), and (3.21)), we infer∫ t

0
∥∆Hn(s)∥2L2 ds ≤ Cε−5(1 + t3) ∥u0∥2H2 . (3.47)

Next, applying the operator ∆ to the second equation in (2.49) and taking the inner product with ∆2un,
we obtain by similar argument as in (3.44),∫ t

0

∥∥∆2un(s)
∥∥2
L2 ds ≤ Cε−5(1 + t3) ∥u0∥2H2 . (3.48)

This, together with (3.45) and (3.47), implies (3.41).
Moreover, rearranging the terms in (3.44), then applying (3.23) and (3.33) give

ε4 ∥∆un∥2L2 ≤ C(1 + ρ31 + ρ2), ∀t ≥ t1 + 1. (3.49)

Integrating both sides of (3.46) over (t, t + 1), noting (3.23), (3.33), and (3.33), we obtain∫ t+1

t
ε5 ∥∆Hn(s)∥2L2 ds ≤ C(ρ0 + ρ21 + ρ2), ∀t ≥ t1 + 1. (3.50)

Similarly, corresponding to (3.48), we have∫ t+1

t
ε5

∥∥∆2un(s)
∥∥2
L2 ds ≤ C, ∀t ≥ t1 + 1, (3.51)

where C depends only on ρ0, ρ1, ρ2, and |O|. Altogether, we infer the inequality (3.42) for all t ≥ t1 + 1
from (3.49), (3.50), and (3.51).

Finally, noting (3.24) and (3.34), we repeat the argument leading to (3.49), (3.50), and (3.51), but
integrating over (t, t + δ) instead. This yields (3.43), thus completing the proof of the proposition. □
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Proposition 3.6. For all t > 0,

∥Hn(t)∥2L2 + ∥un(t)∥2H2 ≤ M1ε
−4(1 + t3 + t−1) (3.52)

where M1 depends on |O|, ν∞, and ∥u0∥H1 (but is independent of ε).

Proof. From inequalities (3.37), (3.2), and (3.21), we have

ε
d

dt
∥Hn∥2L2 + ∥∂tun∥2L2 ≤ C ∥Hn∥2L2 + C

(
∥un∥2H1 + ε2 ∥un∥4H1

)
∥Hn∥2H1 + C ∥un∥2L2 ∥un∥2H2

+ Cν∞

(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+ C

(
∥un∥2L2 + ∥un∥4L4

)
≤ C ∥Hn∥2L2 + Cε−1

(
1 + ∥u0∥4H1

)
∥Hn∥2H1 + CM ∥un∥2H2

+ Cν∞

(
∥∇un∥2L2 + ∥|un| |∇un|∥2L2

)
+ C

(
M + ∥un∥4L4

)
. (3.53)

Now, by using (3.22) for t ≤ 1 and (3.24) for t ≥ 1, we have∫ t+1

t
ε2 ∥Hn(s)∥2H1 ds ≤ C1, ∀t ≥ 0, (3.54)

where C1 depends only on the coefficients of (1.1), |O|, ν∞, and ∥u0∥H1 . Moreover, by (3.4) for δ = 1,
we have ∫ t+1

t

(
∥un(s)∥4L4 + ε ∥un(s)∥2H2 + ε ∥|un(s)||∇un(s)|∥2L2

)
ds ≤ C0, ∀t ≥ 0, (3.55)

where C0 depends only on the coefficients of (1.1), |O|, ν∞, and ∥u0∥L2 . Furthermore, by (3.1) and (3.22),∫ t

0

(
ε2 ∥Hn(s)∥2H1 + ε ∥un(s)∥2H2 + ε ∥|un(s)||∇un(s)|∥2L2

)
ds ≤ C(1 + t3) ∥u0∥2H1 , ∀t ≥ 0. (3.56)

Altogether, inequalities (3.54), (3.55), and (3.56) imply the required inequality for the first term by
Corollary A.2.

Finally, using the second equation in (2.49), we have

∥∆un(t)∥2L2 ≤ ∥Hn(t)∥2L2 + (κ1 + λ1) ∥un(t)∥2L2 + (κ2 + λ2) ∥un(t)∥6L6

≤ M1ε
−4(1 + t3 + t−1) + CM + Cε−3 ∥u0∥6H1 ,

where in the last step we used (3.2), the Sobolev embedding H1 ↪→ L6, and (3.21). Thus, the proof is
now complete. □

Proposition 3.7. For any n ∈ N and t ≥ 0,

∥∇Hn∥2L2 ≤ Cε−8 ∥u0∥2H3 , (3.57)∫ t

0
∥∇∂tun(s)∥2L2 ds ≤ Cε−7(1 + t3) ∥u0∥2H3 , (3.58)

where C is a constant which is independent of ε, t, and u0.
Moreover, there exists t3 depending on ∥u0∥L2 such that for all t ≥ t3,

ε8 ∥∇Hn(t)∥2L2 +

∫ t+1

t
ε7 ∥∇∂tun(s)∥2L2 ds ≤ ρ3, (3.59)

where ρ3 is independent of u0, ε, and t.
Finally, let δ > 0 be arbitrary. Then for all t ≥ δ,

ε8 ∥∇Hn(t)∥2L2 +

∫ t+δ

t
ε7 ∥∇∂tun(s)∥2L2 ds ≤ µ3, (3.60)

where µ3 depends on ∥u0∥L2 , but is independent of ε and t.
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Proof. Taking the inner product of the first equation in (2.49) with −∆∂tun gives

∥∇∂tun∥2L2 = σ ⟨∇Hn,∇∂tun⟩L2 + σ ⟨∇ΠnΦd(un),∇∂tun⟩L2 + ε ⟨∆Hn,∆∂tun⟩L2

+ ε ⟨∇∆ΠnΦd(un),∇∂tun⟩L2 − γ ⟨∇(un ×Hn),∇∂tun⟩L2

− γ ⟨∇(un × Φd(un)),∇∂tun⟩L2 + ⟨∇R(un),∇∂tun⟩L2 + ⟨∇S(un),∇∂tun⟩L2 . (3.61)

Differentiating the second equation in (2.49) with respect to t, then taking the inner product of the
resulting equation with −ε∆∂tun yields

ε

2

d

dt
∥∇Hn∥2L2 = −ε ⟨∆∂tun,∆Hn⟩L2 + κ1ε ⟨∇∂tun,∇Hn⟩L2 + κ2ε

〈
∂t(|un|2un),∆Hn

〉
L2

− λ1ε ⟨(e · ∂tun)e,∆Hn⟩L2 − 3λ2ε
〈
(e · un)2e(e · ∂tun),∆Hn

〉
L2 . (3.62)

Adding (3.61) and (3.62) gives

ε

2

d

dt
∥∇Hn∥2L2 + ∥∇∂tun∥2L2

= (σ + κ1ε) ⟨∇∂tun,∇Hn⟩L2 + σ ⟨∇ΠnΦd(un),∇∂tun⟩L2 + ε ⟨∇∆ΠnΦd(un),∇∂tun⟩L2

− γ ⟨∇(un ×Hn),∇∂tun⟩L2 − γ ⟨∇(un × Φd(un)),∇∂tun⟩L2 + κ2ε
〈
∂t(|un|2un),∆Hn

〉
L2

− λ1ε ⟨(e · ∂tun)e,∆Hn⟩L2 − 3λ2ε
〈
(e · un)2e(e · ∂tun),∆Hn

〉
L2 + ⟨∇R(un),∇∂tun⟩L2

+ ⟨∇S(un),∇∂tun⟩L2

= I1 + I2 + · · · + I10. (3.63)

Each term on the last line can be estimated analogously to (3.36). For the first three terms, by Young’s
inequality,

|I1| + |I2| + |I3| ≤ C ∥un∥2H3 + C ∥Hn∥2H1 +
1

8
∥∇∂tun∥2L2 .

For the term I4 and I5, by Hölder’s and Young’s inequalities, and the Sobolev embedding we have

|I4| ≤ γ ∥∇(un ×Hn)∥L2 ∥∇∂tun∥L2 ≤ C ∥un∥2H2 ∥Hn∥2H1 + C ∥un∥2H1 ∥Hn∥2H2 +
1

8
∥∇∂tun∥2L2 ,

|I5| ≤ γ ∥∇(un × Φd(un))∥L2 ∥∇∂tun∥L2 ≤ C ∥un∥2H2 ∥un∥2H1 +
1

8
∥∇∂tun∥2L2 .

For the terms I6, I7, and I8, similarly we have

|I6| ≤ 3κ2ε ∥un∥2L6 ∥∂tun∥L6 ∥∆Hn∥L2 ≤ ∥un∥4H1 ∥∆Hn∥2L2 +
1

8
∥∂tun∥2H1 ,

|I7| ≤ λ1ε ∥∂tun∥L2 ∥∆Hn∥L2 ≤ C ∥∆Hn∥2L2 + C ∥∂tun∥2L2 ,

|I8| ≤ 3λ2ε ∥un∥2L6 ∥∂tun∥L6 ∥∆Hn∥L2 ≤ ∥un∥4H1 ∥∆Hn∥2L2 +
1

8
∥∂tun∥2H1 .

For the last two terms in (3.63), we apply Young’s inequality, (2.33), and (2.42) to obtain

|I9| + |I10| ≤ Cν∞

(
1 + ∥un∥4H1 + ∥∆un∥4L2

)
+ C

(
∥∇un∥2L2 + ∥|un||∇un|∥2L2

)
+

1

8
∥∇∂tun∥2L2 .

Altogether, the above estimates for Ij , where j = 1, 2, . . . , 9, imply

ε
d

dt
∥∇Hn∥2L2 + ∥∇∂tun∥2L2 ≤ C

(
1 + ∥un∥2H2

)
∥Hn∥2H1 + C

(
1 + ∥un∥4H1

)
∥Hn∥2H2

+ Cν∞

(
1 + ∥un∥4H1 + ∥∆un∥4L2

)
+ C

(
∥∇un∥2L2 + ∥|un||∇un|∥2L2

)
.

(3.64)

Integrating this over (0, t), noting (3.1), (3.40), and (3.41), we obtain

ε ∥∇Hn∥2L2 +

∫ t

0
∥∇∂tun(s)∥2L2 ds ≤ Cε−7(1 + t3) ∥u0∥2H3 ,
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which implies (3.58), but not (3.57) due to the dependence on t. The proof of (3.57) will be given after
we show (3.59) and (3.60).

Next, by using (3.42) and applying the uniform Gronwall inequality, we obtain

∥∇Hn(t)∥2L2 ≤ Cε−8, ∀t ≥ t3,

where C is independent of u0 and t. Integrating (3.64) over (t, t + 1) and using the above inequality
then yields (3.59). By similar argument using the uniform Gronwall inequality, but applying (3.43) and
integrating over (t, t + δ) instead, we obtain (3.60).

Finally, it remains to show (3.57). By (3.60) for δ = 1, we obtain a bound on ∥∇Hn(t)∥L2 for t ≥ 1
which is independent of t. This, together with (3.41) for t ≤ 1, yields (3.57). This completes the proof of
the proposition. □

Proposition 3.8. For any n ∈ N and t ≥ 0,

∥un(t)∥2H3 ≤ Cε−8 ∥u0∥2H3 , (3.65)∫ t

0
∥∇∆Hn(s)∥2L2 ds +

∫ t

0
∥un(s)∥2H5 ds ≤ Cε−9(1 + t3) ∥u0∥2H3 , (3.66)

where C is a constant which is independent of ε, t, and u0.
Moreover, there exists t4 depending on ∥u0∥L2 such that for all t ≥ t4,

ε8 ∥un(t)∥2H3 +

∫ t+1

t
ε9 ∥Hn(s)∥2H3 ds +

∫ t+1

t
ε9 ∥un(s)∥2H5 ds ≤ ρ4, (3.67)

where ρ4 is independent of u0, ε, and t.
Finally, let δ > 0 be arbitrary. Then for all t ≥ δ,

ε8 ∥un(t)∥2H3 +

∫ t+δ

t
ε9 ∥Hn(s)∥2H3 ds +

∫ t+δ

t
ε9 ∥un(s)∥2H5 ds ≤ µ4, (3.68)

where µ4 depends on ∥u0∥L2 , but is independent of ε and t.

Proof. The proof of this proposition follows by similar argument as in Proposition 3.5. Firstly, taking the
inner product of the second equation in (2.49) with ∆2un and integrating by parts, we have

∥∇∆un∥2L2 ≤ κ1 ∥∆un∥2L2 +
∣∣∣ ⟨∇Hn,∇∆un⟩L2

∣∣∣ + κ2

∣∣∣ 〈∇(|un|2un),∇∆un

〉
L2

∣∣∣
+ λ1

∣∣∣ ⟨e(e · ∇un),∇∆un⟩L2

∣∣∣ + 3λ2

∣∣∣ 〈(e · un)2(e · ∇un)e,∇∆un

〉
L2

∣∣∣
≤ κ1 ∥∆un∥2L2 + ∥∇Hn∥L2 ∥∇∆un∥L2 + λ1 ∥∇un∥L2 ∥∇∆un∥L2

+ (κ2 + 3λ2) ∥un∥2L6 ∥∇un∥L6 ∥∇∆un∥L2

≤ C
(

1 + ∥un∥4H1

)
∥un∥2H2 + C ∥∇Hn∥2L2 +

1

2
∥∇∆un∥2L2

by the same argument as in (3.44). By (3.40) and (3.57), we then have (3.65).
Next, taking the inner product of the first equation in (2.49) with ∆2Hn and continuing along the

same line as in (3.46), (3.47), and (3.50), we obtain (3.66).
Finally, the proof of (3.67) and (3.68) follows the same argument as that of (3.42) and (3.43), respec-

tively. Further details are omitted for brevity. □

Proposition 3.9. For all t > 0,

∥Hn(t)∥2H1 + ∥un(t)∥2H3 ≤ M2ε
−8(1 + t3 + t−1),

where M2 depends on |O|, ν∞, and ∥u0∥H2 (but is independent of ε).

Proof. From (3.64), noting (3.40), we have

ε
d

dt
∥∇Hn∥2L2 + ∥∇∂tun∥2L2 ≤ C

(
1 + ∥un∥2H2

)
∥Hn∥2H1 + C

(
1 + ∥un∥4H1

)
∥Hn∥2H2
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+ Cν∞

(
1 + ∥un∥2H2

)
∥un∥2H3 + C

(
∥∇un∥2L2 + ∥|un||∇un|∥2L2

)
≤ C

(
1 + ε−4 ∥u0∥2H2

)
∥Hn∥2H1 + C

(
1 + ε−2 ∥u0∥4H1

)
∥Hn∥2H2

+ Cν∞

(
1 + ε−4 ∥u0∥2H2

)
∥un∥2H3 + C

(
∥∇un∥2L2 + ∥|un||∇un|∥2L2

)
.

Now, note that using (3.4) and (3.43) with δ = 1, and (3.22) for t ≤ 1, we have∫ t+1

t
ε5 ∥Hn(s)∥2H2 ds +

∫ t+1

t
ε3 ∥un(s)∥2H3 ds +

∫ t+1

t
ε ∥|un(s)||∇un(s)|∥2L2 ds ≤ C, ∀t ≥ 0.

Furthermore, by (3.41), for all t ≥ 0,∫ t

0
ε5

(
1 + ∥u0∥4H2

)
∥Hn(s)∥2H2 ds +

∫ t

0
ε3

(
1 + ∥u0∥2H2

)
∥un(s)∥2H3 ds ≤ C(1 + t3),

where C depends on ∥u0∥H2 . The required result then follows from Corollary A.2. □

The bounds proved so far are summarised in the following proposition for ease of reference later. We
do not track the dependence of the constants on ε here.

Proposition 3.10. Let k = 0, 1, 2, or 3.

(1) For all t ≥ 0,

∥un(t)∥2Hk ≤ C ∥u0∥2Hk , (3.69)∫ t

0
∥un(s)∥2Hk+2 ds +

∫ t

0
∥Hn(s)∥2Hk ds ≤ C(1 + t3) ∥u0∥2Hk , (3.70)

where C is a constant depending only on the coefficients of (1.1).
(2) There exists tk depending on ∥u0∥L2 such that, for all t ≥ tk,

∥un(t)∥2Hk +

∫ t+1

t
∥un(s)∥2Hk+2 ds +

∫ t+1

t
∥Hn(s)∥2Hk ds ≤ αk, (3.71)

where αk is a constant independent of t and u0.
(3) For all t ≥ δ, where δ > 0 is arbitrary,

∥un(t)∥2Hk +

∫ t+δ

t
∥un(s)∥2Hk+2 ds +

∫ t+δ

t
∥Hn(s)∥2Hk ds ≤ βk, (3.72)

where βk is a constant independent of t (but may depend on ∥u0∥L2).
(4) For all t > 0,

∥un(t)∥2Hk ≤ Ms(1 + t3 + t−1). (3.73)

Here, Ms is a constant depending on ∥u0∥Hs , where s := max{0, k − 1}, but is independent of t.

Suppose now that k = 2 or 3.

(1) For all t ≥ 0, ∫ t

0
∥∂tun(s)∥2Hk−2 ds ≤ C(1 + t3) ∥u0∥2Hk , (3.74)

where C is a constant depending only on the coefficients of (1.1).
(2) There exists tk depending on ∥u0∥L2 such that, for all t ≥ tk,

∥Hn(t)∥2Hk−2 +

∫ t+1

t
∥∂tun(s)∥2Hk−2 ds ≤ αk, (3.75)

where αk is a constant independent of t and u0.



GLOBAL ATTRACTOR AND ROBUST EXPONENTIAL ATTRACTORS FOR FOURTH-ORDER PDES 21

(3) For all t ≥ δ, where δ > 0 is arbitrary,

∥Hn(t)∥2Hk−2 +

∫ t+δ

t
∥∂tun(s)∥2Hk−2 ds ≤ βk, (3.76)

where βk is a constant independent of t (but may depend on ∥u0∥L2).
(4) For all t ≥ 0,

∥Hn(t)∥2Hk−2 ≤ Mk(1 + t3 + t−1), (3.77)

where Mk is a constant depending on ∥u0∥Hk , but is independent of t.

The following result on existence and uniqueness of solution to (1.1) is immediate.

Theorem 3.11. Let u0 ∈ H1 be a given initial data. There exists a unique global weak solution u
to (1.1) in the sense of Definition 2.1. This solution satisfies

∥u(t)∥2H2 + ∥H(t)∥2L2 ≤ M1(1 + t3 + t−1). (3.78)

If u0 ∈ H2, then this solution is a strong solution satisfying

∥u(t)∥2H3 + ∥H(t)∥2H1 ≤ M2(1 + t3 + t−1), (3.79)

where the constants Mk, where k = 1, 2, depend only on the coefficients of (1.1), |O|, ν∞, and ∥u0∥Hk .
Furthermore, if u0 ∈ H3, then the solution u belongs to C([0, T ];H3) ∩ L2(0, T ;H5).

Proof. This follows from a standard compactness argument, making use of the uniform estimates sum-
marised in Proposition 3.10 and the Aubin–Lions lemma (cf. [48, Theorem 2.2]). The inequalities (3.78)
and (3.79) follow from (3.73) and (3.77), respectively. □

4. Long-time behaviour of the solution

4.1. Auxiliary results on dynamical systems. First, we recall some basic facts and terminologies in
the theory of dynamical systems [40, 43]. A well-posed system of time-dependent PDEs on a Banach
space (X, ∥·∥X) generates a strongly continuous (nonlinear) semigroup

S(t) : X → X, S(t)u0 = u(t) for t ≥ 0.

Therefore,
(
X, {S(t)}t≥0

)
is a semi-dynamical system.

Definition 4.1 (Global attractor). A subset A ⊂ X is a (compact) global attractor for S(t) if

(1) it is compact in X,
(2) it is invariant, i.e. S(t)A = A, ∀t ≥ 0,
(3) for any bounded set B ⊂ X,

lim
t→+∞

dist
(
S(t)B,A

)
= 0,

where dist denotes the Hausdorff semi-metric between sets defined by

dist(A,B) := sup
a∈A

inf
b∈B

∥a− b∥X .

Note that the global attractor, if it exists, is unique. Next, a bounded set B0 ⊂ X is a bounded
absorbing set for S(t) if, for any bounded set B ⊂ X, there exists t0 := t0(B) such that S(t)B ⊂ B0

for all t ≥ t0. The semigroup S(t) is said to be dissipative in X if it possesses a bounded absorbing set
B0 ⊂ X. Moreover, the ω-limit set of a set B is defined as

ω(B) := {y ∈ X : ∃tn → +∞ and xn ∈ B such that S(tn)xn → y} =
⋂
t≥0

⋃
s≥t

S(s)B.

If B = {v} is a singleton, then we write ω(v) in lieu of ω({v}). For any u0 ∈ X, it can be seen
that d

(
u(t), ω(u0)

)
→ 0 as t → +∞, where d(u(t), B) := infφ∈B ∥u(t) − φ∥X . The following abstract

theorem shows a relation between the existence of a compact absorbing set and the global attractor.
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Theorem 4.2. If S(t) is a dissipative semigroup on X which has a compact absorbing set K, then there
exists a connected global attractor A = ω(K).

If the semigroup admits a global Lyapunov function, then more regular structures on the global attractor
can be deduced. We mention the following results from [40].

Definition 4.3 (Global Lyapunov function). Let E ⊂ X and L : E → R be a continuous function. The
function L is a global Lyapunov function for S(t) on E if

(1) for all u0 ∈ E, the function t 7→ L(S(t)u0) is non-increasing,
(2) if L(S(t)u0) = L(u0) for some t > 0, then u0 is a fixed point of S(t).

In particular, the second condition above implies that the system can have no periodic orbits. Next,
denote the set of fixed points of S(t) by N , and define the unstable set of B to be the set

Mun(B) :=

{
u0 ∈ B : S(t)u0 is defined for all t ∈ R and lim

t→−∞
d(u(t), B) = 0

}
. (4.1)

Note that if the semigroup S(t) is injective, then S(t)u0 is defined for all t ∈ R, i.e. S(t) defines a
dynamical system. In this case, the first condition in (4.1) is redundant. The following result shows
that if the semigroup possesses a global Lyapunov function, then the only possible limit set of individual
trajectories are the fixed points.

Proposition 4.4. Let S(t) be a semigroup with global attractor A, which admits a global Lyapunov
function on E. Then

(1) ω(u0) ⊂ N for every u0 ∈ X (i.e. d(u(t),N ) → 0 as t → +∞),
(2) A = Mun(N ).

We also need the following notion of the fractal dimension of a set.

Definition 4.5. Let X be a compact subset of E. For ϵ > 0, let Nϵ(X) be the minimal number of balls
of radius ϵ which are necessary to cover X. The fractal dimension of X is the quantity

dimFX := lim sup
ϵ→0+

log2Nϵ(X)

log2(1/ϵ)
.

Note that dimFX ∈ [0,∞]. The quantity Hϵ(X) := log2Nϵ(X) is called the Kolmogorov ϵ-entropy of X.

To show that the global attractor has a finite fractal dimension, we follow a general method based on
the smoothing (or squeezing) property of the semigroup proposed in [20, 21, 56, 57], whose ideas can be
traced back to Ladyzhenskaya [31].

Theorem 4.6. Let X be a compact subset of a Banach space E1. Suppose that E1 ↪→ E is a compact
embedding. Let L : X → X be a map such that L(X) = X and

∥Lx1 − Lx2∥E1
≤ α ∥x1 − x2∥E , ∀x1, x2 ∈ X. (4.2)

Then the fractal dimension of X is finite and satisfies

dimFX ≤ H1/4α

(
BE1

)
,

where α is the constant in (4.2), H1/4α is the Kolmogorov 1/4α-entropy as defined in Definition 4.5, and
BE1 is the unit ball in E1 (which is relatively compact in E).

The above theorem will be applied in our case with X = A, where A is the global attractor, and
L := S(t0) for some t0 > 0.

4.2. Uniform estimates on difference of two solutions. To infer the existence of an exponential
attractor and estimate the dimension of the global attractor, we need to establish continuous dependence
and smoothing estimates for the difference of two solutions in various norms. Without loss of generality,
we will assume that σ − εκ1 > 0 to simplify presentation (otherwise, the interpolation inequality (2.16)
could be used to complete the proof in the general case).
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Lemma 4.7. Let u(t) and v(t) be solutions of (1.1) corresponding to initial data u0 ∈ H1 and v0 ∈ H1,
respectively. Then for any t > 0,

∥u(t) − v(t)∥2L2 + ε

∫ t

0
∥∆u(s) − ∆v(s)∥2L2 ds +

∫ t

0
∥∇u(s) −∇v(s)∥2L2 ds ≤ CeCt ∥u0 − v0∥2L2 ,

where C depends only on ∥u0∥H1 , ∥v0∥H1 , and the coefficients of the equation (1.1).

Proof. Let H1 and H2 be the effective field corresponding to u and v, respectively. Let w := u− v and
B := H1 −H2. Then, noting (2.46), w and B satisfy

∂tw = σB + σΦd(w) − ε∆B − ε∆Φd(w) − γ(w ×H1 + v ×B)

− γ
(
w × Φd(u) + v × Φd(w)

)
+ R(u) −R(v) + S(u) − S(v), (4.3)

B = ∆w + κ1w − κ2
(
|u|2w + ((u + v) ·w)v

)
+ Φa(u) − Φa(v), (4.4)

with initial data w(0) = u0 − v0.
Taking the inner product of (4.3) with w, we obtain

1

2

d

dt
∥w∥2L2 = σ ⟨B,w⟩L2 + σ ⟨Φd(w),w⟩L2 − ε ⟨∆B,w⟩L2 − ε ⟨∆Φd(w),w⟩L2 − γ ⟨v ×B,w⟩L2

− γ ⟨v × Φd(w),w⟩L2 + ⟨R(u) −R(v),w⟩L2 + ⟨S(u) − S(v),w⟩L2 . (4.5)

Taking the inner product of (4.4) with σw, we have

σ ⟨B,w⟩L2 = −σ ∥∇w∥2L2 + σκ1 ∥w∥2L2 − σκ2 ∥|u||w|∥2L2 − σκ2 ∥v ·w∥2L2 − σκ2 ⟨(u ·w)v,w⟩L2

+ σ ⟨Φa(u) − Φa(v),w⟩L2 . (4.6)

Furthermore, taking the inner product of (4.4) with −ε∆w we obtain

−ε ⟨∆B,w⟩L2 = −ε ∥∆w∥2L2 + εκ1 ∥∇w∥2L2 + εκ2
〈
|u|2w,∆w

〉
L2 + εκ2 ⟨((u + v) ·w)v,∆w⟩L2

− ε ⟨Φa(u) − Φa(v),∆w⟩L2 . (4.7)

Similarly, using (4.4) again and noting that v ×w = u×w,

−γ ⟨v ×B,w⟩L2 = −γ ⟨v × ∆w,w⟩L2 + γ ⟨Φa(u) − Φa(v),u×w⟩L2 . (4.8)

Let η := σ − εκ1 > 0. Substituting (4.6), (4.7), and (4.8) into (4.5), we have

1

2

d

dt
∥w∥2L2 + ε ∥∆w∥2L2 + η ∥∇w∥2L2 + σκ2 ∥|u||w|∥2L2 + σκ2 ∥v ·w∥2L2

= σκ1 ∥w∥2L2 − σκ2 ⟨(u ·w)v,w⟩L2 + σ ⟨Φa(u) − Φa(v),w⟩L2 − ε ⟨Φa(u) − Φa(v),∆w⟩L2

+ σ ⟨Φd(w),w⟩L2 − ε ⟨∆Φd(w),w⟩L2 + εκ2
〈
|u|2w,∆w

〉
L2 + εκ2 ⟨((u + v) ·w)v,∆w⟩L2

− γ ⟨v × ∆w,w⟩L2 + γ ⟨Φa(u) − Φa(v),u×w⟩L2 − γ ⟨v × Φd(w),w⟩L2 + ⟨R(u) −R(v),w⟩L2

+ ⟨S(u) − S(v),w⟩L2

=: I1 + I2 + · · · + I13. (4.9)

We will estimate each term on the right-hand side above. The first term is kept as is, while the second
term is estimated using Young’s inequality to obtain

|I2| ≤
σκ2

2
∥|u||w|∥2L2 +

σκ2
2

∥v ·w∥2L2 .

For the terms I3 and I4, we apply (2.19) and (2.20) respectively to obtain

|I3| ≤ σλ1 ∥w∥2L2

|I4| ≤ Cε
(

1 + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2L2 +

ε

8
∥∆w∥2L2 .

For the next two terms, by (2.23) and Young’s inequality, we have

|I5| + |I6| ≤
ε

8
∥∆w∥2L2 + C ∥w∥2L2 .
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For the terms I7 and I8, by Young’s inequality we have

|I7| + |I8| ≤
ε

8
∥∆w∥2L2 + Cε

(
1 + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2L2 .

For the term I9, similarly we have

|I9| ≤
γ2

ε
∥v∥2L∞ ∥w∥2L2 +

ε

4
∥∆w∥2L2 .

For the term I10, we use Young’s inequality and (2.20) to obtain

|I10| ≤ C
(

1 + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2L2 +

σκ2
4

∥|u||w|∥2L2 .

For the term I11, we apply (2.48) and Young’s inequality to obtain

|I11| ≤ C ∥v∥L4 ∥w∥L4 ∥w∥L2 ≤ C ∥v∥2L4 ∥w∥2L2 +
η

4
∥∇w∥2L2 .

Finally, for the last two terms, applying (2.31) and (2.44) we have

|I12| + |I13| ≤ C
(

1 + ∥u∥2L∞ + ∥v∥2L∞

)
∥w∥2L2 +

η

4
∥∇w∥2L2 .

Collecting all the above estimates and combining them with (4.9), we obtain

d

dt
∥w∥2L2 + ε ∥∆w∥2L2 + ∥∇w∥2L2 ≤ C

(
1 + ε−1 ∥v∥2L∞ + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2L2 . (4.10)

We note that by Agmon’s inequality, Proposition 3.1, and Proposition 3.3,∫ t

0

(
1 + ε−2 ∥v∥2L∞ + ∥u∥4L∞ + ∥v∥4L∞

)
ds ≤ C(1 + t)

(
1 + ε−2 ∥u0∥2L2 + ε−2 ∥u0∥4H1 + ε−2 ∥v0∥4H1

)
.

Therefore, by the Gronwall inequality, we have the required inequality. □

Lemma 4.8. Let u(t) and v(t) be solutions of (1.1) corresponding to initial data u0 ∈ H1 and v0 ∈ H1,
respectively. Then for any t > 0,

∥u(t) − v(t)∥2H1 + ε

∫ t

0
∥∇∆u(s) −∇∆v(s)∥2L2 ds +

∫ t

0
∥∆u(s) − ∆v(s)∥2L2 ds ≤ CeCt3 ∥u0 − v0∥2H1 ,

where C depends only on ∥u0∥H1 , ∥v0∥H1 , and the coefficients of the equation (1.1).

Proof. Taking the inner product of (4.3) with −∆w, we obtain

1

2

d

dt
∥∇w∥2L2 = −σ ⟨B,∆w⟩L2 − σ ⟨Φd(w),∆w⟩L2 + ε ⟨∆B,∆w⟩L2 + ε ⟨∆Φd(w),∆w⟩L2

+ γ ⟨w ×H1,∆w⟩L2 + γ ⟨v ×B,∆w⟩L2 + γ ⟨w × Φd(u),∆w⟩L2

+ γ ⟨v × Φd(w),∆w⟩L2 − ⟨R(u) −R(v),∆w⟩L2 − ⟨S(u) − S(v),∆w⟩L2 . (4.11)

Taking the inner product of (4.4) with −σ∆w, we have

−σ ⟨B,∆w⟩L2 = −σ ∥∆w∥2L2 + κ1σ ∥∇w∥2L2 + κ2σ
〈
|u|2w,∆w

〉
L2 + κ2σ ⟨((u + v) ·w)v,∆w⟩L2

− σ ⟨Φa(u) − Φa(v),∆w⟩L2 . (4.12)

Furthermore, applying the operator ∆ to (4.4) then taking the inner product of the result with ε∆w, we
have

ε ⟨∆B,∆w⟩L2 = −ε ∥∇∆w∥2L2 + κ1ε ∥∆w∥2L2 − κ2ε
〈
∆
(
|u|2w

)
,∆w

〉
L2

− κ2ε
〈
∆
(
((u + v) ·w)v

)
,∆w

〉
L2 + ε ⟨∆Φa(u) − ∆Φa(v),∆w⟩L2 . (4.13)

Similarly, using (4.4), we have

γ ⟨v ×B,∆w⟩L2 = κ1γ ⟨v ×w,∆w⟩L2 − κ2γ
〈
v × |u|2w,∆w

〉
L2

+ γ
〈
v ×

(
Φa(u) − Φa(v)

)
,∆w

〉
L2 . (4.14)
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Writing η = σ − κ1ε, we add (4.11), (4.12), (4.13), and (4.14) to obtain

1

2

d

dt
∥∇w∥2L2 + ε ∥∇∆w∥2L2 + η ∥∆w∥2L2

= κ1σ ∥∇w∥2L2 + κ2σ
〈
|u|2w,∆w

〉
L2 + κ2σ ⟨((u + v) ·w)v,∆w⟩L2 − σ ⟨Φa(u) − Φa(v),∆w⟩L2

− σ ⟨Φd(w),∆w⟩L2 − κ2ε
〈
∆
(
|u|2w

)
,∆w

〉
L2 − κ2ε

〈
∆
(
((u + v) ·w)v

)
,∆w

〉
L2

+ ε ⟨∆Φa(u) − ∆Φa(v),∆w⟩L2 + ε ⟨∆Φd(w),∆w⟩L2 + γ ⟨w ×H1,∆w⟩L2

+ κ1γ ⟨v ×w,∆w⟩L2 − κ2γ
〈
v × |u|2w,∆w

〉
L2 + γ

〈
v ×

(
Φa(u) − Φa(v)

)
,∆w

〉
L2

+ γ ⟨w × Φd(u),∆w⟩L2 + γ ⟨v × Φd(w),∆w⟩L2 − ⟨R(u) −R(v),∆w⟩L2 − ⟨S(u) − S(v),∆w⟩L2

= I1 + I2 + · · · + I17. (4.15)

We will estimate each of the seventeen terms above in the following. The first term is kept as is. For the
terms I2 and I3, we apply Young’s inequality and the Sobolev embedding to obtain

|I2| ≤ κ2σ ∥u∥2L6 ∥w∥L6 ∥∆w∥L2 ≤ C ∥u∥4H1 ∥w∥2H1 +
η

16
∥∆w∥2L2 ,

|I3| ≤ κ2σ ∥u + v∥L6 ∥v∥L6 ∥w∥L6 ∥∆w∥L2 ≤ C
(
∥u∥4H1 + ∥v∥4H1

)
∥w∥2H1 +

η

16
∥∆w∥2L2 .

For the next term, using (2.20), Young’s inequality, and Sobolev embedding, we have

|I4| ≤ σ ∥Φa(u) − Φa(v)∥L2 ∥∆w∥L2 ≤ C
(

1 + ∥u∥4H1 + ∥v∥4H1

)
∥w∥2H1 +

η

16
∥∆w∥2L2 .

For the terms I6 and I7, integrating by parts, then applying (2.12) and Young’s inequality, we have

|I6| ≤ κ2ε
∥∥∇(

|u|2w
)∥∥

L2 ∥∇w∥L2 ≤ 2κ22ε
(
∥u∥4L∞ + ∥u∥2H1 ∥∆u∥2L2

)
∥w∥2H1 +

ε

8
∥∇∆w∥2L2 ,

and

|I7| ≤ 4κ22ε
(
∥u∥4L∞ + ∥v∥4L∞

)
∥∇w∥2L2

+ 4κ22ε
(
∥u∥2H1 + ∥v∥2H1

)(
∥∆u∥2L2 + ∥∆v∥2L2

)
∥w∥2H1 +

ε

8
∥∇∆w∥2L2 .

For the term I8, we integrate by parts, then apply Young’s inequality and (2.21) with p = q = 6 to obtain

|I8| ≤ ε ∥∇Φa(u) −∇Φa(v)∥L2 ∥∆w∥L2

≤ Cε
(

1 + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2H1 + Cε

(
∥u∥2H1 + ∥v∥2H1

)(
∥u∥2H2 + ∥v∥2H2

)
∥w∥2H1 +

ε

8
∥∇∆w∥2L2 ,

where in the last step we also used the Sobolev embedding H2 ↪→ W1,6. For the terms I5 and I9, by (2.47)
and Young’s inequality,

|I5| ≤ σ ∥Φd(w)∥L2 ∥∆w∥L2 ≤ C ∥w∥2L2 +
η

16
∥∆w∥2L2 ,

|I9| ≤ ε ∥∆Φd(w)∥L2 ∥∆w∥L2 ≤ Cε ∥w∥2H2 +
η

16
∥∆w∥2L2 .

For the term I10, by Hölder’s and Young’s inequalities, Sobolev embedding, and the definition of H, we
obtain

|I10| ≤ γ ∥w∥L4 ∥H1∥L4 ∥∆w∥L2 ≤ C ∥H1∥2H1 ∥w∥2H1 +
η

16
∥∆w∥2L2

≤ C
(
∥u∥2H3 + ∥u∥4H1 ∥u∥2H2

)
∥w∥2H1 +

η

16
∥∆w∥2L2 .

Similarly, for the next two terms, we have

|I11| ≤ κ1γ ∥v∥L4 ∥w∥L4 ∥∆w∥L2 ≤ C ∥v∥2H1 ∥w∥2H1 +
η

16
∥∆w∥2L2 ,

|I12| ≤ κ2γ ∥v∥L∞ ∥u∥2L6 ∥w∥L6 ∥∆w∥L2 ≤ C ∥u∥4H1 ∥v∥2L∞ ∥w∥2H1 +
η

16
∥∆w∥2L2 .



26 BENIAMIN GOLDYS, AGUS L. SOENJAYA, AND THANH TRAN

For the next term, we used Young’s inequality and (2.20) with p = q = 6 to infer

|I13| ≤ C ∥v∥2L∞ ∥Φa(u) − Φa(v)∥2L2 +
η

16
∥∆w∥2L2

≤ C ∥v∥2L∞

(
1 + ∥u∥2H1 + ∥v∥2H1

)
∥w∥2H1 +

η

16
∥∆w∥2L2 .

For the terms I14 and I15, we have by Young’s inequality and (2.48),

|I14| ≤ C ∥Φd(u)∥2L4 ∥w∥2L4 +
η

16
∥∆w∥2L2 ≤ C ∥u∥2H1 ∥w∥2H1 +

η

16
∥∆w∥2L2 ,

|I15| ≤ C ∥Φd(w)∥2L4 ∥v∥2L4 +
η

16
∥∆w∥2L2 ≤ C ∥v∥2H1 ∥w∥2H1 +

η

16
∥∆w∥2L2 .

Finally, for the last two terms we apply (2.32) and (2.44) to obtain

|I16| + |I17| ≤ C
(

1 + ∥u∥2H2 + ∥v∥2H2

)
∥w∥2H1 +

η

16
∥∆w∥2L2 .

Altogether, substituting these estimates into (4.15), we infer

d

dt
∥w(t)∥2H1 + ε ∥∇∆w∥2L2 + ∥∆w∥2L2 ≤ d

dt
∥w(t)∥2L2 + CB(u,v) ∥w∥2H1 + Cε ∥w∥2H2 , (4.16)

where

B(u,v) := 1 + ∥u∥4L∞ + ∥v∥4L∞ + ∥u∥2H3 +
(

1 + ∥u∥4H1 + ∥v∥4H1

)(
1 + ∥u∥2H2 + ∥v∥2H2

)
.

We note that by Agmon’s inequality, Proposition 3.10, and Theorem 3.11,∫ t

0
B(u,v) ds ≤ C(1 + t3)

(
1 + ε−1 ∥u0∥2H1 + ∥u0∥6H1 + ∥v0∥6H1

)
.

Therefore, applying the Gronwall inequality on (4.16) and noting Lemma 4.7, we have the required
result. □

The following lemma shows a smoothing estimate for the difference of two solutions originating from
different initial data.

Lemma 4.9. Let u(t) and v(t) be solutions of (1.1) corresponding to initial data u0 ∈ H1 and v0 ∈ H1,
respectively. Then for any t > 0,

∥u(t) − v(t)∥2H2 ≤ C(1 + t−1)eCt3 ∥u0 − v0∥2H1 ,

where C depends only on ∥u0∥H1 , ∥v0∥H1 , and the coefficients of the equation (1.1).

Proof. Taking the inner product of (4.3) with t∆2w, we obtain

1

2

d

dt

(
t ∥∆w∥2L2

)
=

1

2
∥∆w∥2L2 + tσ ⟨∆B,∆w⟩L2 + tσ

〈
Φd(w),∆2w

〉
L2 − tε

〈
∆B,∆2w

〉
L2

− tε
〈
∆Φd(w),∆2w

〉
L2 − tγ

〈
w ×H1,∆

2w
〉
L2 − tγ

〈
v ×B,∆2w

〉
L2

− tγ
〈
w × Φd(u),∆2w

〉
L2 − tγ

〈
v × Φd(w),∆2w

〉
L2

+ t
〈
R(u) −R(v),∆2w

〉
L2 + t

〈
S(u) − S(v),∆2w

〉
L2 . (4.17)

Applying the operator ∆ to (4.4), then taking the inner product of the result with tσ∆w, we have

tσ ⟨∆B,∆w⟩L2 = −tσ ∥∇∆w∥2L2 + tκ1σ ∥∆w∥2L2 − tκ2σ
〈
∆(|u|2w),∆w

〉
L2

+ tκ2σ
〈
∆
(
((u + v) ·w)v

)
,∆w

〉
L2 + tσ ⟨∆Φa(u) − ∆Φa(v),∆w⟩L2 . (4.18)

Similarly, applying the operator ∆ to (4.4) then taking the inner product of the result with −tε∆2w, we
obtain

−tε
〈
∆B,∆2w

〉
L2 = −tε

∥∥∆2w
∥∥2
L2 + tκ1ε ∥∇∆w∥2L2 + tκ2ε

〈
∆
(
|u|2w

)
,∆2w

〉
L2

+ tκ2ε
〈
∆
(
((u + v) ·w)v

)
,∆2w

〉
L2 − tε

〈
∆Φa(u) − ∆Φa(v),∆2w

〉
L2 . (4.19)
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Similarly, using (4.4), we have

−tγ
〈
v ×B,∆2w

〉
L2 = −tκ1γ ⟨v ×w,∆w⟩L2 + tκ2γ

〈
v × |u|2w,∆2w

〉
L2

− tγ
〈
v ×

(
Φa(u) − Φa(v)

)
,∆2w

〉
L2 . (4.20)

Writing η = σ − κ1ε, we add (4.17), (4.18), (4.19), and (4.20) to obtain

1

2

d

dt

(
t ∥∆w∥2L2

)
+ tε

∥∥∆2w
∥∥2
L2 + tη ∥∇∆w∥2L2

=

(
1

2
+ tκ1σ

)
∥∆w∥2L2 − tκ2σ

〈
∆(|u|2w),∆w

〉
L2 + tκ2σ

〈
∆
(
((u + v) ·w)v

)
,∆w

〉
L2

+ tσ ⟨∆Φa(u) − ∆Φa(v),∆w⟩L2 + tσ
〈
Φd(w),∆2w

〉
L2 + tκ2ε

〈
∆
(
|u|2w

)
,∆2w

〉
L2

+ tκ2ε
〈
∆
(
((u + v) ·w)v

)
,∆2w

〉
L2 − tε

〈
∆Φa(u) − ∆Φa(v),∆2w

〉
L2 − tε

〈
∆Φd(w),∆2w

〉
L2

− tγ
〈
w ×H1,∆

2w
〉
L2 − tκ1γ

〈
v ×w,∆2w

〉
L2 + tκ2γ

〈
v × |u|2w,∆2w

〉
L2

− tγ
〈
v ×

(
Φa(u) − Φa(v)

)
,∆2w

〉
L2 − tγ

〈
w × Φd(u),∆2w

〉
L2 − tγ

〈
v × Φd(w),∆2w

〉
L2

+ t
〈
R(u) −R(v),∆2w

〉
L2 + t

〈
S(u) − S(v),∆2w

〉
L2

= J1 + J2 + · · · + J17. (4.21)

It remains to estimate each of the terms in the last line. The first term is left as is. For the second term,
integrating by parts, then applying Hölder’s and Young’s inequalities, we obtain

|J2| ≤ tκ2σ
∥∥∇(|u|2w)

∥∥
L2 ∥∇∆w∥L2

≤ Ct ∥u∥2L6 ∥∇u∥2L6 ∥w∥2L6 + Ct ∥u∥4L6 ∥∇w∥2L6 +
tη

16
∥∇∆w∥2L2

≤ Ct ∥u∥2H1 ∥u∥2H2 ∥w∥2H1 + Ct ∥u∥4H1 ∥w∥2H2 +
tη

16
∥∇∆w∥2L2 ,

where in the last step we used the Sobolev embedding H1 ↪→ L6. Similarly, for the third term we have

|J3| ≤ Ct
(
∥u∥2H1 + ∥v∥2H1

)(
∥u∥2H2 + ∥v∥2H2

)
∥w∥2H1 + Ct

(
∥u∥4H1 + ∥v∥4H1

)
∥w∥2H2 +

tη

16
∥∇∆w∥2L2 .

For the term J4, we integrate by parts, then apply (2.21) with p = q = 6 and Young’s inequality to obtain

|J4| ≤ Ct
(

1 + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2H1 + Ct

(
∥u∥2H1 + ∥v∥2H1

)(
∥u∥2H2 + ∥v∥2H2

)
∥w∥2H1 +

tη

16
∥∇∆w∥2L2 .

For the next term, integrating by parts once and applying (2.48) we have

|J5| ≤ Ct ∥w∥2H1 +
tη

16
∥∇∆w∥2L2 .

For the term J6, by (2.14), Hölder’s and Young’s inequalities, we have

|J6| ≤ Ctε ∥∇u∥4L6 ∥w∥2L6 + Ctε ∥u∥2L6 ∥∆u∥2L6 ∥w∥2L6 + Ctε ∥∇w∥2L2 ∥u∥2L∞ ∥∇u∥2L∞

+ Ctε ∥u∥4L6 ∥∆w∥2L6 +
tε

16

∥∥∆2w
∥∥2
L2

≤ Ctε ∥u∥2H1 ∥u∥2H3 ∥w∥2H1 + Ctε ∥u∥4H1 ∥∇∆w∥2L2 +
tε

16

∥∥∆2w
∥∥2
L2 ,

where in the last step we used the Gagliardo–Nirenberg inequalities. Similarly, for the term J7 we have

|J7| ≤ Ctε
(
∥u∥2H1 + ∥v∥2H1

)(
∥u∥2H3 + ∥v∥2H3

)
∥w∥2H1 + Ctε

(
∥u∥4H1 + ∥v∥4H1

)
∥∇∆w∥2L2 +

tε

16

∥∥∆2w
∥∥2
L2 .

For the term J8, by Young’s inequality and (2.22),

|J8| ≤ Ctε ∥w∥2L2 + Ctε
(
∥u∥4H1 + ∥v∥4H1

)
∥∆w∥2H1

+ Ctε
(
∥u∥2H1 + ∥v∥2H1

)(
∥u∥2H3 + ∥v∥2H3

)
∥w∥2H1 +

tε

16

∥∥∆2w
∥∥2
L2 .
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For the next term, by (2.48) and Young’s inequality, we have

|J9| ≤ Ctε ∥w∥2H2 +
tε

16

∥∥∆2w
∥∥2
L2 .

For the term J10, by Young’s inequality, Sobolev embedding, and the definition of H1,

|J10| ≤ Ctε−1 ∥w∥2L6 ∥H1∥2L3 +
tε

16

∥∥∆2w
∥∥2
L2

≤ Ctε−1 ∥w∥2H1

(
∥u∥2H3 + ∥u∥2H1 + ∥u∥2H1 ∥u∥L∞

)
+

tε

16

∥∥∆2w
∥∥2
L2 .

Similarly, for the next two terms, applying Young’s inequality and Sobolev embedding, we have

|J11| ≤ Ctε−1 ∥v∥2L4 ∥w∥2L4 +
tε

16

∥∥∆2w
∥∥2
L2 ≤ Ctε−1 ∥v∥2H1 ∥w∥2H1 +

tε

16

∥∥∆2w
∥∥2
L2 ,

|J12| ≤ Ctε−1 ∥v∥2L∞ ∥u∥4L6 ∥w∥2L6 +
tε

16

∥∥∆2w
∥∥2
L2 ≤ Ctε−1 ∥v∥2L∞ ∥u∥4H1 ∥w∥2H1 +

tε

16

∥∥∆2w
∥∥2
L2 .

For the term J13, using Young’s inequality and (2.20) with p = q = 6, we obtain

|J13| ≤ Ctε−1 ∥v∥2L∞ ∥Φa(u) − Φa(v)∥2L2 +
tε

16

∥∥∆2w
∥∥2
L2

≤ Ctε−1 ∥v∥2L∞

(
1 + ∥u∥4H1 + ∥v∥4H1

)
∥w∥2H1 +

tε

16

∥∥∆2w
∥∥2
L2 .

For the terms J14 and J15, we integrate by parts and use Young’s inequality and (2.48) to obtain

|J14| ≤ Ct ∥∇w∥2L2 ∥u∥2H2 + Ct ∥w∥2L∞ ∥u∥2H1 +
tη

16
∥∇∆w∥2L2 ,

|J15| ≤ Ct ∥∇w∥2L2 ∥v∥2H2 + Ct ∥w∥2L∞ ∥v∥2H1 +
tη

16
∥∇∆w∥2L2 .

Finally, for the last two terms, by (2.32) and (2.44) we have

|J16| + |J17| ≤ Ctε−1
(

1 + ∥u∥2H2 + ∥v∥2H2

)
∥w∥2H1 +

tε

16

∥∥∆2w
∥∥2
L2 .

Altogether, substituting these estimates into (4.21) (and applying Agmon’s inequality), we obtain

d

dt

(
t ∥∆w∥2L2

)
+ tε

∥∥∆2w
∥∥2
L2 + tη ∥∇∆w∥2L2 ≤ Ct

(
1 + ∥u∥4H1 + ∥v∥4H1

)(
1 + ∥u∥2H3 + ∥v∥2H3

)
∥w∥2H1

+ C ∥w∥2H2 + Ct
(

1 + ∥u∥4H1 + ∥v∥4H1

)
∥w∥2H3 .

Integrating both sides over (0, t), then using Proposition 3.10, Theorem 3.11, and Lemma 4.8, we have

t ∥∆w(t)∥2L2 ≤ C(1 + t)eCt3 ∥u0 − v0∥2H1 ,

where C depends only on the coefficients of the equation, ∥u0∥H1 and ∥v0∥H1 , as required. □

4.3. Existence of global attractor. In light of Theorem 3.11, for k = 1 or 2, the system (1.1) generates
a strongly continuous semigroup

S(t) : Hk → Hk, S(t)u0 = u(t) for t ≥ 0, (4.22)

and thus
(
Hk, {S(t)}t≥0

)
is a semi-dynamical system.

The following theorem on the existence of global attractor for (4.22) is immediate.

Theorem 4.10. For k = 1 or 2, the semi-dynamical system
(
Hk, {S(t)}t≥0

)
generated by (1.1) has a

connected global attractor A in the sense of Definition 4.1.

Proof. For k = 1 or 2, the existence of a compact absorbing set is furnished by (3.71). Noting that the
embedding Hk+1(O) ⊂ Hk(O) is compact (for a regular bounded domain O) and applying Theorem 4.2,
we have the result. □
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We now consider a special case of (1.1) where the spin current is not present and the only contribution
to the effective magnetic field is the exchange field and the , i.e. R(u), Φa(u), and Φd(u) are all set to
zero. In this case, we obtain that the set of fixed points of S(t) defined by (4.22) is

N =
{
u ∈ D(∆) : ∆u + κ1u− κ2|u|2u = 0

}
. (4.23)

This can be seen by formally setting ∂tu = 0, taking dot product of the first equation in (1.1) with
H, and integrating by parts. The set of fixed points (4.23) corresponds to solutions of the stationary
vector-valued Allen–Cahn equation, the structure of which is still an area of active research [1, 50]. Next,
we show that S(t) admits a global Lyapunov function.

Proposition 4.11. The continuous function L : H1 → R defined by

L
(
u(t)

)
:=

1

2
∥∇u(t)∥2L2 +

κ2
4

∥∥|u(t)|2 − κ1/κ2
∥∥2
L2

is a global Lyapunov function for S(t) in the sense of Definition 4.3.

Proof. Applying the same argument leading to (3.20) yields the inequality

d

dt
L(u(t)) = −⟨∂tu(t),H(t)⟩L2 = −σ ∥H(t)∥2L2 − ε ∥∇H(t)∥2L2 ≤ 0, (4.24)

which shows that the function t 7→ L(S(t)u0) is non-increasing. Furthermore, if L(S(T )u0) = L(u0),
then integrating (4.24) over (0, T ) gives H(t) = 0 for all t ∈ [0, T ]. This implies ∂tu = 0, i.e. u(t) = u0 for
all t ∈ [0, T ], which shows u0 is a fixed point. This proves L is a global Lyapunov function for S(t). □

Theorem 4.12. Let A be the global attractor for S(t) and F be its set of fixed points (4.23). Then
ω(u0) ⊂ F for every u0 ∈ Hr. Moreover, A = Mun(F).

Proof. This follows from Theorem 4.10 and Proposition 4.4. □

Furthermore, we will show that in fact u(t) converges to some function φ ∈ ω(u) ⊂ F as t → +∞
with some upper estimates on the rate. To this end, we will use some results on the  Lojasiewicz–Simon
gradient inequality applied to a gradient-like system [4, 10, 11].

Theorem 4.13. There exists φ ∈ ω(u) such that

lim
t→+∞

∥u(t) −φ∥H1 = 0.

Moreover, as t → +∞,

∥u(t) −φ∥H−1 =

{
O(e−ct) if θ = 1

2 ,

O
(
t−θ/(1−2θ)

)
if θ = (0, 12),

where θ is the  Lojasiewicz exponent of E and c is a constant.

Proof. We will apply [11, Theorem 1 and 2]. The global Lyapunov function L satisfies the  Lojasiewicz–
Simon gradient inequality, as shown in [10] and [54, Section 3.6], so it remains to verify the so-called
angle and comparability conditions [4, conditions (AC+C)]. In our context, we will show that there is a
constant C > 0 such that〈

L′(u),−σH + ε∆H + γu×H
〉
(H1)∗,H1 ≥ C

(∥∥L′(u)
∥∥2
H−1 + ∥−σH + ε∆H + γu×H∥2H−1

)
(4.25)

for all u in a neighbourhood of φ ∈ ω(u), i.e. u ∈ NR(φ) := {z ∈ ω(u) : ∥z −φ∥H1 ≤ R}. We have
L′(u) = −H in H−1. Therefore, noting that〈

L′(u),−σH + ε∆H + γu×H
〉
(H1)∗,H1 = σ ∥H∥2L2 + ε ∥∇H∥2L2 , (4.26)

we obtain∥∥L′(u)
∥∥2
H−1 + ∥−σH + ε∆H + γu×H∥2H−1 ≤ ∥H∥2H−1 + σ ∥H∥2H−1 + ε ∥∆H∥2H−1 + γ ∥u×H∥2H−1

≤ C ∥H∥2L2 + ε ∥H∥2H1 + C ∥u∥2L3 ∥H∥2L2

≤ C
(
σ ∥H∥2L2 + ε ∥∇H∥2L2

)
,
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where we used the embedding L6/5 ⊂ H−1, Hölder’s inequality, the fact that u ∈ NR(φ), and (3.23). This
proves (4.25), thus completing the proof of the theorem. □

4.4. Existence of exponential attractor. It is known that, while the global attractor has many desir-
able properties as an appropriate object to study when considering long-time behaviour, it may attract
trajectories at a very slow rate and is sensitive to perturbation. Furthermore, it is in general very difficult
to express the convergence rate only in terms of the physical parameters of the problem. As such, it
is argued in [17] that one should consider a larger object which are more robust under perturbation,
attract trajectories at a fast rate, but are still finite dimensional. Such an object is called an exponential
attractor, whose construction is explained in [40].

Definition 4.14 (Exponential attractor). A subset M ⊆ X is an exponential attractor for S(t) if

(1) it is compact in X,
(2) it has finite fractal dimension, dimFM < +∞,
(3) it is semi-invariant, i.e. S(t)M ⊆ M, ∀t ≥ 0,
(4) it attracts exponentially fast bounded subsets of X in the following sense: for all bounded set

B ⊂ X, there exists a constant c depending on B and α ≥ 0 such that

dist
(
S(t)B,M

)
≤ ce−αt, ∀t ≥ 0.

Therefore, an exponential attractor, if it exists, contains the global attractor and implies the finite
dimensionality of the global attractor. The existence of an exponential attractor has been shown for
various models of physical significance. To show the existence of an exponential attractor, we follow the
general ideas from [40] (also see [41]).

Theorem 4.15 ([40]). Let X and H be two Hilbert spaces such that X ↪→ H is a compact embedding,
and let S(t) : E → E be a strongly continuous semigroup acting on a subset E ⊆ X. For a fixed R > 0,
let

BR := {x ∈ E : ∥x∥H ≤ R}.
Suppose that

(1) the smoothing property holds, i.e. for all x1, x2 ∈ BR, and t > 0,

∥S(t)x1 − S(t)x2∥X ≤ h(t) ∥x1 − x2∥H ,

where h is a continuous function of t, which may depend on R.
(2) for any T > 0 and x ∈ BR, the map t 7→ S(t)x is Hölder continuous on [0, T ],
(3) for any t ∈ [0, T ], the map x 7→ S(t)x is Lipschitz continuous on BR.

Then S(t) possesses an exponential attractor M on H.

Theorem 4.16. The semi-dynamical system generated by (1.1) has an exponential attractor M on H1

in the sense of Definition 4.14.

Proof. It remains to verify the conditions in Theorem 4.15, where X = H2 and E = H = H1. Smoothing
property is inferred from Lemma 4.9. Lipschitz continuity on BR is given by Lemma 4.8. Hölder continuity
in time can be shown as in [48, Theorem 2.3]. This completes the proof of the theorem. □

5. Further properties of the attractor

In this section, we will study further properties of the attractor, such as its fractal dimension as well
as the existence of a family of exponential attractors for (1.1) which are continuous with respect to
the parameter ε. The latter also implies the existence of an exponential attractor, hence also global
attractor with finite fractal dimension, for the Landau–Lifshitz–Bloch equation with spin torque terms.
Throughout this section, we will write Sε(t) for the semigroup generated by the system (1.1) to highlight
the dependence on ε.
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5.1. Fractal dimension of the global attractor. We aim find an upper bound for the fractal dimension
of the global attractor. First, we need the following lemma.

Lemma 5.1. Let Sε(t) be the semigroup generated by (1.1) with global attractor A. Let u0,v0 ∈ A,
and write u(t) := Sε(t)u0 and v(t) := Sε(t)v0. For any t > 0,

∥u(t) − v(t)∥2L2 + ε

∫ t

0
∥∆u(s) − ∆v(s)∥2L2 ds +

∫ t

0
∥∇u(s) −∇v(s)∥2L2 ds ≤ CeCε−5t ∥u0 − v0∥2L2 .

(5.1)

Moreover,

∥u(t) − v(t)∥2H1 ≤ Ct−1
(
1 + tε−8

)
eCε−5t ∥u0 − v0∥2L2 , (5.2)

where C is independent of u0, ε, and t.

Proof. Let w(t) = u(t) − v(t). We have, as in (4.10),

d

dt
∥w∥2L2 + ε ∥∆w∥2L2 + ∥∇w∥2L2 ≤ C

(
1 + ε−1 ∥v∥2L∞ + ∥u∥4L∞ + ∥v∥4L∞

)
∥w∥2L2

≤ C
(
1 + ε−5

)
∥w∥2L2 ,

where in the last step we used the Gagliardo–Nirenberg inequalities, (3.23), and (3.42), noting that
u(t),v(t) ∈ A. An application of the Gronwall inequality gives (5.1).

By similar argument as in the proof of Lemma 4.8, but instead successively taking the inner product
with −t∆w in (4.11), with −σt∆w in (4.12), and with εt∆2w in (4.13), we obtain an inequality analogous
to (4.16):

d

dt

(
t ∥w∥2H1

)
+ εt ∥∇∆w∥2L2 + t ∥∆w∥2L2 ≤ d

dt

(
t ∥w∥2L2

)
+ ∥w∥2H1 + CtB(u,v) ∥w∥2H1 + Ctε ∥w∥2H2 ,

where

B(u,v) := 1 + ∥u∥4L∞ + ∥v∥4L∞ + ∥u∥2H3 +
(

1 + ∥u∥4H1 + ∥v∥4H1

)(
1 + ∥u∥2H2 + ∥v∥2H2

)
.

Integrating over (0, t), noting (3.67) and using (5.1), we obtain (5.2). □

The following theorem shows that the fractal dimension of the global attractor is finite.

Theorem 5.2. Let A be the global attractor of the semi-dynamical system generated by (1.1). Then

dimFA ≤ Cε−4d,

where C may depend on the coefficients of (1.1), but is independent of ε. In particular, A has a finite
fractal dimension.

Proof. We take t = ε8 in (5.2) to obtain∥∥Sε(ε
8)u0 − Sε(ε

8)v0

∥∥
H1 ≤ Cε−4 ∥u0 − v0∥L2 , ∀u0,v0 ∈ A

where C is a constant independent of ε (but may depend on other parameters of (1.1)). Theorem 4.6 and
Theorem A.3 then imply the required result. □

5.2. A family of robust exponential attractors. It is known that in general, the global attractor
is sensitive to a perturbation of parameter. There exist abstract conditions that guarantee continuous
dependence of the global attractor on a parameter, however it is difficult to verify in practice [57].

Here, we show the robustness (continuity) of the exponential attractor with respect to the parameter
ε for the case d ≤ 2 and λ2 = 0, i.e. the higher-order term of the anisotropy field Φa is assumed to be
negligible (which is physically reasonable). To this end, we need to obtain estimates for the solution and
the difference of two solutions which are uniform in ε. First, we derive uniform estimates analogous to
Proposition 3.1, Proposition 3.2, and Proposition 3.3 in the following lemma. We write η := σ − κ1ε > 0
as before.

Lemma 5.3. Let u be the solution of (1.1) with initial data u0 ∈ H1, whose corresponding effective field
is H. The following statements hold:
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(1) For all t ≥ 0,

∥u(t)∥2L2 ≤ C ∥u0∥2L2 , (5.3)

∥u(t)∥2H1 ≤ CeCt ∥u0∥2H1 , (5.4)

where C is independent of ε, t, and u0.
(2) For all t ≥ 0,∫ t

0
∥u(s)∥4L4 ds +

∫ t

0
∥∇u(s)∥2L2 ds + ε

∫ t

0
∥|u(s)||∇u(s)|∥2L2 ds ≤ C(1 + t) ∥u0∥2L2 , (5.5)∫ t

0
∥H(s)∥2L2 +

∫ t

0
∥∆u(s)∥2L2 + ε

∫ t

0
∥∇∆u(s)∥2L2 ds +

∫ t

0
∥|u(s)||∇u(s)|∥2L2 ds ≤ CeCt ∥u0∥2H1 , (5.6)

where C is independent of ε, t, and u0.
(3) There exists t1 depending on ∥u0∥L2 (but is independent of ε) such that for all t ≥ t1,

∥u(t)∥2H1 +

∫ t+1

t

(
∥∆u(s)∥2L2 + ε ∥∇∆u(s)∥2L2 + ∥|u(s)||∇u(s)|∥2L2

)
ds ≤ ρ1, (5.7)

where ρ1 is independent of u0, ε, and t.
(4) Let δ > 0 be arbitrary. For all t ≥ δ,

∥u(t)∥2H1 +

∫ t+δ

t

(
∥∆u(s)∥2L2 + ε ∥∇∆u(s)∥2L2 + ∥|u(s)||∇u(s)|∥2L2

)
ds ≤ µ1, (5.8)

where µ1 depends on ∥u0∥L2 , but is independent of ε and t.
(5) For all t > 0,

∥u(t)∥2H1 ≤ M0

(
1 + t + t−1

)
, (5.9)

where M0 is independent of ε and t, but may depend on other coefficients of (1.1), |O|, and ∥u0∥L2 .

Proof. The proof of (5.3) and (5.5) is established in Proposition 3.1, noting that the estimates in Propo-
sition 3.1 is already uniform in ε. Next, we show (5.4) for k = 1. Taking the inner product of both
equations in (1.1) with −∆u and rearranging the terms, we obtain

1

2

d

dt
∥∇u∥2L2 + η ∥∆u∥2L2 + ε ∥∇∆u∥2L2 + 2κ2 ∥u · ∇u∥2L2 + κ2 ∥|u||∇u|∥2L2

= −σ ⟨Φd(u),∆u⟩L2 − εκ2
〈
∇(|u|2u),∇∆u

〉
L2 + ε ⟨∆Φd(u),∆u⟩L2

+ γ ⟨u× Φa(u),∆u⟩L2 + γ ⟨u× Φd(u),∆u⟩L2 − ⟨R(u),∆u⟩L2 − ⟨S(u),∆u⟩L2

=: I1 + I2 + · · · + I7. (5.10)

We will estimate each term on the last line. For the first and the third terms, by Young’s inequality and
(2.48), we have

|I1| ≤ C ∥u∥2L2 +
η

6
∥∆u∥2L2 ,

|I3| ≤ Cε2 ∥u∥2H2 +
η

6
∥∆u∥2L2 .

For the second term, by (2.12), Young’s and Agmon’s inequalities (for d ≤ 2), we have

|I2| ≤ Cε ∥u∥4L∞ ∥∇u∥2L2 +
ε

4
∥∇∆u∥2L2 ≤ Cε ∥u∥2L2 ∥u∥2H2 ∥∇u∥2L2 +

ε

4
∥∇∆u∥2L2 .

For the term I4 and I5 (noting that we assumed λ2 = 0), similarly we have

|I4| + |I5| ≤ C ∥u∥4L4 +
η

6
∥∆u∥2L2 .

Finally, for the terms I6 and I7, we apply (2.37) and (2.41) respectively, to obtain

|I6| ≤ C
(

1 + ∥u∥4L4

)
∥∇u∥2L2 +

η

6
∥∆u∥2L2 ,
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|I7| ≤ C
(
∥u∥2L2 + ∥u∥4L4

)
+

η

6
∥∆u∥2L2 .

Substituting these estimates into (5.10), we obtain

d

dt
∥∇u∥2L2 + ∥∆u∥2L2 + ε ∥∇∆u∥2L2

≤ C ∥u∥2L2 + C ∥u∥4L4 + Cε2 ∥u∥2H2 + C
(

1 + ∥u∥4L4 + ε ∥u∥2L2 ∥u∥2H2

)
∥∇u∥2L2 . (5.11)

Integrating this over (0, t), and applying the Gronwall inequality (noting Proposition 3.1), we obtain (5.4).
The estimate (5.6) then follows by noting the definition of H and applying Hölder’s inequality. Inequali-
ties (5.7) and (5.8) also follow from (5.11) and the uniform Gronwall inequality.

Finally, by the same argument as in Proposition 3.2, we infer inequality (5.9) from the uniform Gronwall
inequality and (5.7). This completes the proof of the lemma. □

Furthermore, we need another estimate for ∥u(t)∥H2 which is uniform in ε.

Lemma 5.4. Let u be the solution of (1.1) with initial data u0, whose corresponding effective field is
H. The following statements hold:

(1) For all t ≥ 0,

∥u(t)∥2H2 +

∫ t

0
∥∇∆u(s)∥2L2 ds + ε

∫ t

0

∥∥∆2u(s)
∥∥2
L2 ds ≤ κ2(t), (5.12)

where κ2(t) is an increasing function of t which also depends on ∥u0∥H2 , but is independent of ε.
(2) There exists t2 depending on ∥u0∥L2 (but is independent of ε) such that for all t ≥ t2,

∥u(t)∥2H2 +

∫ t+1

t

(
∥∇∆u(s)∥2L2 + ε

∥∥∆2u(s)
∥∥2
L2

)
ds ≤ ρ2, (5.13)

where ρ2 is independent of u0, ε, and t.
(3) For all t > 0,

∥u(t)∥2H2 ≤ C
(
1 + t−1

)
exp(eCt), (5.14)

where C is independent of ε and t, but may depend on other coefficients of (1.1), |O|, and ∥u0∥H1 .

Proof. Taking the inner product of both equations in (1.1) with ∆2u and integrating by parts whenever
appropriate, we obtain

1

2

d

dt
∥∆u∥2L2 + η ∥∇∆u∥2L2 + ε

∥∥∆2u
∥∥2
L2

= κ1 ∥∆u∥2L2 + κ2
〈
∇
(
|u|2u

)
,∇∆u

〉
L2 − σ ⟨∇Φd(u),∇∆u⟩L2

+ κ2ε
〈
∆
(
|u|2u

)
,∆2u

〉
L2 − ε

〈
∆Φa(u),∆2u

〉
L2 − ε

〈
∆Φd(u),∆2u

〉
L2

+ γ ⟨∇u× ∆u,∇∆u⟩L2 + γ ⟨∇u× Φa(u),∇∆u⟩L2 + γ ⟨u×∇Φa(u),∇∆u⟩L2

+ γ ⟨∇u× Φd(u),∇∆u⟩L2 + γ ⟨u×∇Φd(u),∇∆u⟩L2 − ⟨∇R(u),∇∆u⟩L2 − ⟨∇S(u),∇∆u⟩L2

= I1 + I2 + · · · + I13. (5.15)

We will estimate each term on the last line. The first term is left as is. For the terms I2 and I3, by
Young’s inequality and Sobolev embedding,

|I2| ≤ 3κ2 ∥u∥2L6 ∥∇u∥L6 ∥∇∆u∥L2 ≤ C ∥u∥4H1 ∥∆u∥2L2 +
η

12
∥∇∆u∥2L2 ,

|I3| ≤ σ ∥∇Φd(u)∥L2 ∥∇∆u∥L2 ≤ C ∥u∥2H1 +
η

12
∥∇∆u∥2L2 .

For the next term, by (2.14), Hölder’s and Young’s inequalities, and Agmon’s inequality in 2D, we have

|I4| ≤ Cε
∥∥∆

(
|u|2u

)∥∥2
L2 +

ε

8

∥∥∆2u
∥∥2
L2

≤ Cε ∥∇u∥2L2 ∥∇u∥2L∞ ∥u∥2L∞ + Cε ∥u∥4L∞ ∥∆u∥2L2 +
ε

8

∥∥∆2u
∥∥2
L2
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≤ Cε ∥u∥3H1 ∥u∥H3 ∥u∥L2 ∥u∥H2 + Cε ∥u∥2L2 ∥u∥2H1 ∥u∥2H3 +
ε

8

∥∥∆2u
∥∥2
L2

≤ Cε ∥u∥4H1 ∥u∥2H3 +
ε

8

∥∥∆2u
∥∥2
L2 .

By similar argument, we also have

|I5| ≤ Cε ∥u∥4H1 ∥u∥2H3 +
ε

8

∥∥∆2u
∥∥2
L2 ,

and

|I6| ≤ Cε ∥u∥2H2 +
ε

8

∥∥∆2u
∥∥2
L2 .

For the next three terms, by the Young and the Gagliardo–Nirenberg inequalities, and the Sobolev
embedding, we have

|I7| ≤ γ ∥∇u∥L4 ∥∆u∥L4 ∥∇∆u∥L2

≤ C ∥∇u∥1/2L2 ∥∆u∥L2 ∥∇∆u∥3/2L2 ≤ C ∥u∥2H1 ∥∆u∥4L2 +
η

12
∥∇∆u∥2L2 ,

|I8| ≤ γ ∥∇u∥L4 ∥Φa(u)∥L4 ∥∇∆u∥L2

≤ C
(

1 + ∥u∥2L4

)
∥∆u∥2L2 +

η

12
∥∇∆u∥2L2 ≤ C

(
1 + ∥u∥2H1

)
∥∆u∥2L2 +

η

12
∥∇∆u∥2L2 ,

|I9| ≤ γ ∥u∥L4 ∥∇Φa(u)∥L4 ∥∇∆u∥L2

≤ C ∥u∥2L4 ∥∇u∥2L4 +
η

12
∥∇∆u∥2L2 ≤ C

(
1 + ∥u∥2H1

)
∥∆u∥2L2 +

η

12
∥∇∆u∥2L2 .

For the terms I10 and I11, using (2.48), similarly we obtain

|I10| ≤ γ ∥∇u∥L4 ∥Φd(u)∥L4 ∥∇∆u∥L2 ≤ C ∥u∥2H1 ∥∆u∥2L2 +
η

12
∥∇∆u∥2L2 ,

|I11| ≤ γ ∥u∥L4 ∥∇Φd(u)∥L4 ∥∇∆u∥L2 ≤ C ∥u∥2H1 ∥u∥2H2 +
η

12
∥∇∆u∥2L2 .

Finally, for the last two terms we apply (2.38) and (2.42) to obtain

|I12| ≤ Cν∞

(
1 + ∥u∥4H1 + ∥∆u∥4L2

)
+

η

12
∥∇∆u∥2L2 ,

|I13| ≤ C
(
∥∇u∥2L2 + ∥|u||∇u|∥2L2

)
+

η

12
∥∇∆u∥2L2 .

Altogether, we obtain from (5.15),

d

dt
∥∆u∥2L2 + ∥∇∆u∥2L2 + ε

∥∥∆2u
∥∥2
L2 ≤ C

(
1 + ∥u∥4H1

)
∥u∥2H2 + Cε ∥u∥4H1 ∥u∥2H3

+ C
(

1 + ∥u∥4H1 + ∥|u||∇u|∥2L2 + ∥∆u∥4L2

)
. (5.16)

Integrating over (0, t) and applying Lemma 5.3, we obtain

∥∆u(t)∥2L2 +

∫ t

0
∥∇∆u(s)∥2L2 ds + ε

∫ t

0

∥∥∆2u(s)
∥∥2
L2 ds ≤ C ∥u0∥2H2 + CeCt ∥u0∥6H1 + C

∫ t

0
∥∆u(s)∥4L2 ds.

The inequality (5.12) then follows from the Gronwall inequality.
If we take the inner product of (1.1) with t∆2u and follow the same argument as before, instead

of (5.16) we obtain

d

dt

(
t ∥∆u∥2L2

)
+ t ∥∇∆u∥2L2 + tε

∥∥∆2u
∥∥2
L2 ≤ ∥∆u∥2L2 + Ct

(
1 + ∥u∥4H1

)
∥u∥2H2 + Ctε ∥u∥4H1 ∥u∥2H3

+ Ct
(

1 + ∥u∥4H1 + ∥|u||∇u|∥2L2 + ∥∆u∥4L2

)
,

which upon integration over (0, t) yields

t ∥∆u(t)∥2L2 ≤ CeCt ∥u0∥2H1 + CteCt ∥u0∥6H1 + C

∫ t

0
s ∥∆u(s)∥4L2 ds.
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Thus, (5.14) follows from the Gronwall inequality (noting Lemma 5.3).
Next, from (5.16) and (5.7) we obtain for t ≥ t1,

d

dt
∥∆u∥2L2 + ∥∇∆u∥2L2 + ε

∥∥∆2u
∥∥2
L2 ≤ C

(
1 + ρ31

)
∥∆u∥2L2 + Cερ21 ∥u∥

2
H3 + C

(
1 + ρ21 + ∥∆u∥4L2

)
.

(5.17)

Note that by (5.7), we have∫ t+1

t
C
(
1 + ρ31

)
∥∆u∥2L2 ds +

∫ t+1

t
Cερ21 ∥u∥

2
H3 ds ≤ C

(
1 + ρ41

)
and

∫ t+1

t
C ∥∆u∥2L2 ds ≤ Cρ1,

where C is independent of ε. Therefore, by the uniform Gronwall inequality,

∥∆u(t)∥2L2 ≤ C
(
1 + ρ41

)
exp

(
ρ21
)
, ∀t ≥ t1 + 1. (5.18)

Finally, integrating (5.17) over (t, t + 1), then applying (5.7) and (5.18) yield (5.13). This completes the
proof of the lemma. □

Lemma 5.5. Let u be the solution of (1.1) with initial data u0, whose corresponding effective field is
H. The following statements hold:

(1) For all t ≥ 0,

∥∇∆u(t)∥2L2 +

∫ t

0

∥∥∆2u(s)
∥∥2
L2 ds + ε

∫ t

0

∥∥∇∆2u(s)
∥∥2
L2 ds ≤ κ3(t), (5.19)

where κ3(t) is an increasing function of t which also depends on ∥u0∥H3 , but is independent of ε.
(2) There exists t3 depending on ∥u0∥L2 (but is independent of ε) such that for all t ≥ t3,

∥u(t)∥2H3 +

∫ t+1

t

(∥∥∆2u(s)
∥∥2
L2 + ε

∥∥∇∆2u(s)
∥∥2
L2

)
ds ≤ ρ3, (5.20)

where ρ3 is independent of u0, ε, and t.

Proof. We apply the operator −∆, then take the inner product of both equations in (1.1) with ∆2u, and
integrate by parts as necessary (whenever allowed) to obtain

1

2

d

dt
∥∇∆u∥2L2 + η

∥∥∆2u
∥∥2
L2 + ε

∥∥∇∆2u
∥∥2
L2

= κ2σ
〈
∆(|u|2u),∆2u

〉
L2 − σ

〈
∆Φa(u),∆2u

〉
L2 − σ

〈
∆Φd(u),∆2u

〉
L2

− κ2ε
〈
∇∆(|u|2u),∇∆2u

〉
L2 − κ2ε

〈
∇∆Φa(u),∇∆2u

〉
L2 + ε

〈
∆2Φd(u),∆2u

〉
L2

+ γ
〈
∆
(
u× Φa(u)

)
,∆2u

〉
L2 + γ

〈
∆
(
u× Φd(u)

)
,∆2u

〉
L2 −

〈
∆R(u),∆2u

〉
L2 −

〈
∆S(u),∆2u

〉
L2

= I1 + I2 + · · · + I10. (5.21)

By using Young’s inequality, (2.12), (2.14), (2.17), (2.23), (2.39), (2.43), and (2.48), without elaborating
further, we obtain the following inequalities:

|I1| ≤ C ∥u∥6H2 +
η

9

∥∥∆2u
∥∥2
L2 ,

|I2| ≤ C ∥u∥2H2 +
η

9

∥∥∆2u
∥∥2
L2 ,

|I3| ≤ C ∥u∥2H2 +
η

9

∥∥∆2u
∥∥2
L2 ,

|I4| ≤ Cε ∥u∥4H2 ∥∇∆u∥2L2 +
ε

4

∥∥∇∆2u
∥∥2
L2

|I5| ≤ Cε ∥u∥4H2 ∥∇∆u∥2L2 +
ε

4

∥∥∇∆2u
∥∥2
L2

|I6| ≤ Cε ∥u∥2H4 +
η

9

∥∥∆2u
∥∥2
L2 ,

|I7| ≤ C
(

1 + ∥u∥4H2

)
+

η

9

∥∥∆2u
∥∥2
L2 ,
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|I8| ≤ C
(

1 + ∥u∥4H2

)
+

η

9

∥∥∆2u
∥∥2
L2 ,

|I9| ≤ Cν∞

(
1 + ∥u∥4H2

)
+ Cν∞

(
1 + ∥u∥2H2

)
∥∇∆u∥2L2 +

η

9

∥∥∆2u
∥∥2
L2 ,

|I10| ≤ C ∥u∥4H2 +
η

9

∥∥∆2u
∥∥2
L2 .

Altogether, substituting these into (5.21) we have

d

dt
∥∇∆u∥2L2 +

∥∥∆2u
∥∥2
L2 + ε

∥∥∇∆2u
∥∥2
L2 ≤ C

(
1 + ∥u∥4H2

)
+ C

(
1 + ∥u∥2H2

)
∥∇∆u∥2L2 + Cε ∥u∥2H4 .

Integrating this over (0, t) and applying (5.12) yields (5.19). Applying the same argument as in the proof
of (5.13) then gives (5.20). This completes the proof of the lemma. □

Lemma 5.6. Let u be the solution of (1.1) with initial data u0, whose corresponding effective field is
H. The following statements hold:

(1) For all t ≥ 0,∥∥∆2u(t)
∥∥2
L2 +

∫ t

0

∥∥∇∆2u(s)
∥∥2
L2 ds + ε

∫ t

0

∥∥∆3u(s)
∥∥2
L2 ds ≤ κ4(t), (5.22)

where κ4(t) is an increasing function of t which also depends on ∥u0∥H4 , but is independent of ε.
(2) There exists t4 depending on ∥u0∥L2 (but is independent of ε) such that for all t ≥ t4,

∥u(t)∥2H4 +

∫ t+1

t

(∥∥∇∆2u(s)
∥∥2
L2 + ε

∥∥∆3u(s)
∥∥2
L2

)
ds ≤ ρ4, (5.23)

where ρ4 is independent of u0, ε, and t.

Proof. The proof is similar to that of Lemma 5.5, but instead we apply the operator ∆2, then take the
inner product of both equations in (1.1) with ∆2u. □

We will derive some estimates for the difference of two solutions which are uniform in ε. Recall that
Sε(t) is the semigroup generated by the system (1.1). An analogue of Lemma 4.8 is stated below.

Lemma 5.7. Let ε ∈ [0, σ/κ1], and let B ⊂ H1 be a semi-invariant absorbing set for Sε(t) furnished by
Lemma 5.4 and Lemma 5.5. There exists a constant C such that for all t > 0,

∥Sε(t)u0 − Sε(t)v0∥H1 + ε

∫ t

0
∥Sε(t)u0 − Sε(t)v0∥2H3 ds +

∫ t

0
∥Sε(t)u0 − Sε(t)v0∥2H2 ds

≤ β1(t) ∥u0 − v0∥2H1 , ∀u0,v0 ∈ B,
where β1(t) is an increasing function of t which is independent of ε.

Proof. The proof is similar to that of Lemma 4.8, noting that we now have (5.13) for u0,v0 ∈ B. Further
details are omitted. □

Lemma 5.8. Let ε ∈ [0, σ/κ1], and let B ⊂ H1 be a semi-invariant absorbing set for Sε(t) furnished by
Lemma 5.4 and Lemma 5.5. There exists a constant C such that for all t > 0,

∥Sε(t)u0 − Sε(t)v0∥H2 ≤ C
(
1 + t−1

)
β1(t) ∥u0 − v0∥H1 , ∀u0,v0 ∈ B, (5.24)

where β1(t) is an increasing function of t in Lemma 5.7 (which is independent of ε).

Proof. We repeat the steps of the proof of Lemma 4.9 with w(t) := Sε(t)u0 − Sε(t)v0 to obtain (4.21).
Each term Ji, where i = 1, 2, . . . , 16, is then estimated as before, except for the terms J10, J11, J12, J13,
J16, and J17. The estimates for these terms in the proof of Lemma 4.9 still depend on ε−1, thus they need
to be estimated differently here.

For the term J10, by the definition of H1 and (5.12), after integrating by parts we have

|J10| ≤ tγ ∥∇w∥L4 ∥H1∥L4 ∥∇∆w∥L2 + tγ ∥w∥L∞ ∥∇H1∥L2 ∥∇∆w∥L2

≤ Ct
(

1 + ∥u∥4H1

)
∥u∥2H3 ∥w∥2H2 +

tη

16
∥∇∆w∥2L2 .
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Similarly, for the terms J11 and J12, we have

|J11| ≤ tκ1γ ∥∇v∥L4 ∥w∥L4 ∥∇∆w∥L2 + tκ1γ ∥v∥L4 ∥∇w∥L4 ∥∇∆w∥L2

≤ Ct ∥v∥2H2 ∥w∥2H2 +
tη

16
∥∇∆w∥2L2 ,

|J12| ≤ tκ2γ ∥∇v∥L8 ∥u∥2L8 ∥w∥L8 ∥∇∆w∥L2 + 2tκ2γ ∥v∥L8 ∥u∥L8 ∥∇u∥L8 ∥w∥L8 ∥∇∆w∥L2

+ tκ2γ ∥v∥L8 ∥u∥2L8 ∥∇w∥L8 ∥∇∆w∥L2

≤ Ct ∥u∥4H2 ∥v∥2H2 ∥w∥2H2 +
tη

16
∥∇∆w∥2L2 .

For the term J13, we integrate by parts and apply (2.21) with p = q = 6 to obtain

|J13| ≤ tγ ∥∇v∥L4 ∥Φa(u) − Φa(v)∥L4 ∥∇∆w∥L2 + tγ ∥v∥L∞ ∥Φa(u) − Φa(v)∥L2 ∥∇∆w∥L2

≤ Ct
(

1 + ∥u∥6H2 + ∥v∥6H2

)
∥w∥2H1 +

tη

16
∥∇∆w∥2L2 .

For the terms J16 and J17, we infer from (2.40) and (2.45) that

|J16| + |J17| ≤ Ct ∥w∥2H2 +
tη

16
∥∇∆w∥2L2 .

These estimates, together with estimates for the other terms derived in Lemma 4.9 and Lemma 5.7, yield

t ∥w(t)∥2H2 ≤ C

∫ t

0
∥w(s)∥2H2 ds + C

∫ t

0
s
(

1 + ∥u(s)∥4H2 + ∥v(s)∥4H2

)
∥w(s)∥2H2 ds

+ C

∫ t

0
s ∥u(s)∥4H1 ∥u(s)∥2H3 ∥w(s)∥2H2 ds

+ Cε

∫ t

0
s
(
∥u(s)∥2H1 + ∥v(s)∥2H1

)(
∥u(s)∥2H3 + ∥v(s)∥2H3

)
∥w(s)∥2H1 ds

≤ Cβ1(t) ∥w0∥2H1 + C
(
1 + ρ22

)
tβ1(t) ∥w0∥2H1 + C

(
1 + ρ21

)
ρ3tβ1(t) ∥w0∥2H1

≤ C(1 + t)β1(t) ∥w0∥2H1 ,

where in the last step we used (5.7), (5.13), (5.20), and Lemma 5.7. This implies the inequality (5.24). □

The following lemma shows a continuous dependence estimate on the parameter ε.

Lemma 5.9. Let ε ∈ [0, σ/κ1], and let B ⊂ H1 be a semi-invariant absorbing set for Sε(t) furnished by
Lemma 5.4 and Lemma 5.5. There exists a constant C such that for all t ≥ 0,

∥Sε(t)u0 − S0(t)u0∥H1 ≤ CεeCt, ∀u0 ∈ B,
where C is independent of ε and t.

Proof. Let uε(t) := Sε(t)u0 and u0(t) := S0(t)u0. Let v(t) := uε(t) − u0(t). Then v solves

∂tv = σ
(
Ψ(uε) − Ψ(u0)

)
+ σ

(
Φa(u

ε) − Φa(u
0)
)

+ σ
(
Φd(uε) − Φd(u0)

)
− ε∆Ψ(uε) − ε∆Φa(u

ε) − ε∆Φd(uε)

− γ
(
uε ×

(
Ψ(uε) + Φa(u

ε) + Φd(uε)
)
− u0 ×

(
Ψ(u0) + Φa(u

0) + Φd(u0)
))

+ R(uε) −R(u0) + S(uε) − S(u0)

= η∆v + σκ1v − σκ2|uε|2v − σκ2
(
(uε + u0) · v

)
u0 + σ

(
Φa(u

ε) − Φa(u
0)
)

+ σΦd(v)

− ε∆2uε − εκ2∆
(
|uε|2uε

)
− ε∆Φa(u

ε) − ε∆Φd(v) − γv × ∆uε − γu0 × ∆v − γv × Φa(u
ε)

− γu0 ×
(
Φa(u

ε) − Φa(u
0)
)
− γv × Φd(uε) − γu0 × Φd(v)

+ R(uε) −R(u0) + S(uε) − S(u0). (5.25)

Taking the inner product of (5.25) with v and integrating by parts as necessary, we obtain

1

2

d

dt
∥v∥2L2 + η ∥∇v∥2L2 + σκ2 ∥|uε||v|∥2L2 + σκ2

∥∥u0 · v
∥∥2
L2
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= σκ1 ∥v∥2L2 − σκ2
〈
(uε · v)u0,v

〉
L2 + σ

〈
Φa(u

ε) − Φa(u
0),v

〉
L2 + σ ⟨Φd(v),v⟩L2

+ ε ⟨∇∆uε,∇v⟩L2 + εκ2
〈
∇
(
|uε|2uε

)
,∇v

〉
L2 + ε ⟨∇Φa(u

ε),∇v⟩L2 − ε ⟨∆Φd(uε),v⟩L2

− γ
〈
∇u0 × v,∇v

〉
L2 − γ

〈
u0 ×

(
Φa(u

ε) − Φa(u
0)
)
,v

〉
L2 − γ

〈
u0 × Φd(v),v

〉
L2

+
〈
R(uε) −R(u0),v

〉
L2 +

〈
S(uε) − S(u0),v

〉
L2

=: I1 + I2 + · · · + I13. (5.26)

We estimate each term Ij , where j = 2, 3, . . . , 13, by using Hölder’s and Young’s inequalities in a standard
way and noting that uε ∈ B for ε ∈ [0, σ/κ1]. Applying (2.20) and (2.48) as necessary, we obtain

|I2| ≤
σκ2

2
∥|uε||v|∥2L2 +

σκ2
2

∥∥u0 · v
∥∥2
L2 ,

|I3| ≤ C
(

1 + ∥uε∥4L∞ +
∥∥u0

∥∥4
L∞

)
∥v∥2L2 ≤ C(1 + ρ22) ∥v∥

2
L2 ,

|I4| ≤ C ∥v∥2L2

|I5| ≤ Cε2 ∥∇∆uε∥2L2 +
η

8
∥∇v∥2L2 ≤ Cρ3ε

2 +
η

8
∥∇v∥2L2 ,

|I6| ≤ Cε2 ∥uε∥4L∞ ∥∇uε∥2L2 +
η

8
∥∇v∥2L2 ≤ Cρ32ε

2 +
η

8
∥∇v∥2L2 ,

|I7| ≤ Cε2 ∥uε∥2H1 +
η

8
∥∇v∥2L2 ≤ Cρ1ε

2 +
η

8
∥∇v∥2L2 ,

|I8| ≤ Cε2 ∥uε∥2H2 +
η

8
∥∆v∥2L2 ≤ Cρ2ε

2 +
η

8
∥∆v∥2L2 ,

|I9| ≤ C
∥∥∇u0

∥∥2
L∞ ∥v∥2L2 +

η

8
∥∇v∥2L2 ≤ Cρ23 ∥v∥

2
L2 +

η

8
∥∇v∥2L2 ,

|I10| ≤ C
(

1 +
∥∥u0

∥∥2
L∞

)(
1 + ∥uε∥4L∞ +

∥∥u0
∥∥4
L∞

)
∥v∥2L2 ≤ C(1 + ρ32) ∥v∥

2
L2 ,

|I11| ≤ C
∥∥u0

∥∥2
L∞ ∥v∥2L2 ≤ Cρ2 ∥v∥2L2 ,

|I12| ≤ C ∥ν∥L∞(O;Rd)

(
1 +

∥∥u0
∥∥2
L∞

)
∥v∥2L2 +

η

8
∥∇v∥2L2 ≤ C(1 + ρ2) ∥v∥2L2 +

η

8
∥∇v∥2L2 ,

|I13| ≤ C
(

1 + ∥uε∥2L∞ +
∥∥u0

∥∥2
L∞

)
∥v∥2L2 +

η

8
∥∇v∥2L2 ≤ C(1 + ρ2) ∥v∥2L2 +

η

8
∥∇v∥2L2 ,

where we also used (2.31) and (2.44) to estimate I12 and I13 respectively. Moreover, we used the inequal-
ities (5.13), (5.20), and the Sobolev embedding in the second step for each inequality (if there is any).
Altogether, substituting these into (5.26) and applying the Gronwall inequality, we obtain

∥v(t)∥2L2 +

∫ t

0
∥∇v(s)∥2L2 ds +

∫ t

0
ε ∥∆v(s)∥2L2 ds ≤ Cε2eCt. (5.27)

Next, we take the inner product of (5.25) with −∆v and integrate by parts as necessary to obtain

1

2

d

dt
∥v∥2H1 + η ∥∆v∥2L2

=
1

2

d

dt
∥v∥2L2 + σκ1 ∥∇v∥2L2 + σκ2

〈
|uε|2v,∆v

〉
L2 + σκ2

〈(
(uε + u0) · v

)
u0,∆v

〉
L2

− σ
〈
Φa(u

ε) − Φa(u
0),∆v

〉
L2 − σ ⟨Φd(v),∆v⟩L2 + ε

〈
∆2uε,∆v

〉
L2 + εκ2

〈
∆
(
|uε|2uε

)
,∆v

〉
L2

+ ε ⟨∆Φa(u
ε),∆v⟩L2 + ε ⟨∆Φd(v),∆v⟩L2 + γ ⟨v × ∆uε,∆v⟩L2 + γ ⟨v × Φa(u

ε),∆v⟩L2

+ γ
〈
u0 ×

(
Φa(u

ε) − Φa(u
0)
)
,∆v

〉
L2 + γ ⟨v × Φd(uε),∆v⟩L2 + γ

〈
u0 × Φd(v),∆v

〉
L2

−
〈
R(uε) −R(u0),∆v

〉
L2 −

〈
S(uε) − S(u0),∆v

〉
L2

=: J1 + J2 + · · · + J17. (5.28)

We estimate each term Jk, where k = 3, 4, . . . , 17, in the usual manner as follows:

|J3| ≤ C ∥uε∥4L∞ ∥v∥2L2 +
η

18
∥∆v∥2L2 ≤ Cρ22 ∥v∥

2
L2 +

η

18
∥∆v∥2L2 ,
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|J4| ≤ C
(
∥uε∥4L∞ +

∥∥u0
∥∥4
L∞

)
∥v∥2L2 +

η

18
∥∆v∥2L2 ≤ Cρ22 ∥v∥

2
L2 +

η

18
∥∆v∥2L2 ,

|J5| ≤ C ∥v∥2L2 +
η

18
∥∆v∥2L2 ,

|J6| ≤ C ∥v∥2L2 +
η

18
∥∆v∥2L2 ,

|J7| ≤ Cε2
∥∥∆2uε

∥∥2
L2 +

η

18
∥∆v∥2L2 ≤ Cρ4ε

2 +
η

18
∥∆v∥2L2 ,

|J8| ≤ Cε2 ∥uε∥6H2 +
η

18
∥∆v∥2L2 ≤ Cρ32ε

2 +
η

18
∥∆v∥2L2 ,

|J9| ≤ Cε2 ∥uε∥2H2 +
η

18
∥∆v∥2L2 ≤ Cρ2ε

2 +
η

18
∥∆v∥2L2 ,

|J10| ≤ Cε2 ∥v∥2H2 +
η

18
∥∆v∥2L2 ≤ Cρ2ε

2 +
η

18
∥∆v∥2L2 ,

|J11| ≤ C ∥∆uε∥2L4 ∥v∥2L4 +
η

18
∥∆v∥2L2 ≤ Cρ3 ∥v∥2H1 +

η

18
∥∆v∥2L2 ,

|J12| + |J14| ≤ C ∥uε∥2L4 ∥v∥2L4 +
η

18
∥∆v∥2L2 ≤ Cρ1 ∥v∥2H1 +

η

18
∥∆v∥2L2 ,

|J13| + |J15| ≤ C
∥∥u0

∥∥2
L4 ∥v∥2L4 +

η

18
∥∆v∥2L2 ≤ Cρ1 ∥v∥2H1 +

η

18
∥∆v∥2L2 ,

|J16| ≤ C
(

1 + ∥uε∥2H2 +
∥∥u0

∥∥2
H2

)
∥v∥2H1 +

η

18
∥∆v∥2L2 ≤ C (1 + ρ2) ∥v∥2H1 +

η

18
∥∆v∥2L2 ,

|J17| ≤ C
(

1 + ∥uε∥2L∞ +
∥∥u0

∥∥2
L∞

)
∥v∥2L2 +

η

18
∥∆v∥2L2 ≤ C (1 + ρ2) ∥v∥2L2 +

η

18
∥∆v∥2L2 .

Substituting these into (5.28), integrating over (0, t), and using (5.27), we obtain the required result. □

We can finally state the main theorem of this section on the existence of a family of exponential
attractors {Mε : ε ∈ [0, σ/κ1]} for the semigroup Sε(t) generated by (1.1).

Theorem 5.10. Let d ≤ 2, and let Sε(t) be the semigroup generated by (1.1) with λ2 = 0. There exists
a robust family of exponential attractors {Mε : ε ∈ [0, σ/κ1]} for Sε(t) such that

(1) the fractal dimension of Mε is bounded, uniformly with respect to ε,
(2) for every bounded subsets D ⊂ H1, there exists a constant c depending on D such that

dist (Sε(t)D,Mε) ≤ ce−αt, ∀t ≥ 0,

where the positive constant c and α are independent of ε,
(3) the family {Mε : ε ∈ [0, σ/κ1]} is Hölder continuous at 0, namely

distsym (Mε,M0) ≤ cεk,

where c ≥ 0, k ∈ (0, 1) are independent of ε, and distsym is the symmetric Hausdorff distance
defined in (A.5).

Proof. We apply Theorem A.4 with X = H2, H = H1, and B = B. The hypotheses of Theorem A.4 are
verified in Lemma 5.8 and Lemma 5.9. Lipschitz continuity on H1 and Hölder continuity in time have
been verified before in Theorem 4.16. This completes the proof of the theorem. □
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Appendix A. Auxiliary results

In this section, we collect some inequalities and results which are extensively used in this paper.
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Theorem A.1 (The uniform Gronwall inequality). Let g, h, and y be non-negative locally integrable
functions on (t0,∞) such that dy/dt is locally integrable on (t0,∞), and which satisfy

dy

dt
≤ g(t)y(t) + h(t), ∀t ≥ t0. (A.1)

Let r > 0. Suppose that there exist a1, a2, a3 ≥ 0 such that∫ t+r

t
g(s) ds ≤ a1,

∫ t+r

t
h(s) ds ≤ a2,

∫ t+r

t
y(s) ds ≤ a3, ∀t ≥ t0.

Then

y(t + r) ≤
(a3
r

+ a2

)
exp(a1), ∀t ≥ t0.

Corollary A.2. Suppose that the assumptions of Theorem A.1 hold with r = 1. Furthermore, suppose
that for all t > t0, ∫ t

t0

g(s)y(s) + h(s) ds ≤ P (t), (A.2)

where P (t) is a non-negative function of t. Then for all t > t0,

y(t) ≤
(

a3
t− t0

+ 2a2 + a3

)
exp(a1) + P (t).

Proof. By the uniform Gronwall inequality, the assumptions imply that for any δ ∈ (0, 1],

y(t0 + δ) ≤
(a3
δ

+ a2

)
exp(a1),

or equivalently, for any t ∈ (t0, t0 + 1],

y(t) ≤
(

a3
t− t0

+ a2

)
exp(a1) (A.3)

Integrating (A.1) over (t0 + 1, t), using (A.2) and (A.3), we obtain for all t ≥ t0 + 1,

y(t) ≤ y(t0 + 1) +

∫ t

t0+1
g(s)y(s) + h(s) ds ≤ (a3 + a2) exp(a1) + P (t). (A.4)

Combining (A.3) and (A.4) yields the required inequality. □

Theorem A.3 (Theorem 2, Section 3.3.3 in [19]). Let O be a regular bounded domain. Let M :=
Ws1,p1(O) and let X be the unit ball of the space Ws2,p2(O) with

1

p1
− s1

d
>

1

p2
− s2

d
.

Then X is pre-compact in M , and thus the Kolmogorov ϵ-entropy of X (considered as a compact subset
of M), denoted by Hϵ(X), is well-defined and satisfies

C1ϵ
−d/(s2−s1) ≤ Hϵ(X) ≤ C2ϵ

−d/(s2−s1),

where C1 and C2 are independent of ϵ.

Theorem A.4 ([22, 40]). Let X and H be two Hilbert spaces such that X ↪→ H is a compact embedding.
Suppose that for every ϵ ∈ [0, ϵ0], Sϵ(t) : B → B is a strongly continuous semigroup acting on a semi-
invariant absorbing set B ⊂ X. Suppose further that

(1) there exists a non-negative function κ(t), independent of ϵ, such that for every ϵ ∈ [0, ϵ0] and every
u, v ∈ B,

∥Sϵ(t)u− Sϵ(t)v∥X ≤ κ(t) ∥u− v∥H ,

(2) there exists a constant c, independent of ϵ, such that for every t ≥ 0 and every u ∈ B,

∥Sϵ(t)u− S0(t)u∥H ≤ cϵect,

(3) for every ϵ ∈ [0, ϵ0], T > 0, and u ∈ B, the map t 7→ Sϵ(t)u is Hölder continuous on [0, T ];
(4) for every ϵ ∈ [0, ϵ0] and t ≥ 0, the map u 7→ Sϵ(t)u is Lipschitz continuous on B.
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Then there exists a family of robust exponential attractors {Mϵ : ϵ ∈ [0, ϵ0]} on H such that

(1) the fractal dimension of Mϵ is bounded, uniformly with respect to ϵ,
(2) Mϵ attracts bounded subsets D ⊂ H exponentially fast, uniformly with respect to ϵ, namely there

exists a constant c depending on D such that

dist (Sϵ(t)D,Mϵ) ≤ ce−αt, ∀t ≥ 0,

where the positive constant c and α are independent of ϵ,
(3) the family {Mϵ : ϵ ∈ [0, ϵ0]} is Hölder continuous at 0, namely

distsym (Mϵ,M0) ≤ cϵk,

where c ≥ 0 and k ∈ (0, 1) are independent of ϵ. Here, distsym denotes the symmetric Hausdorff
distance between sets defined by

distsym(A,B) := max
(
dist(A,B), dist(B,A)

)
. (A.5)
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