
1

Equivalences between Yangian presentations

Alexander Molev

University of Sydney

Joint work with Naihuan Jing and Ming Liu



2

Drinfeld’s definition

Let g be a simple Lie algebra over C with

a fixed invariant bilinear form 〈 , 〉.

Definition. The Yangian Y(g) is the associative algebra with

generators {X, J(X) | X ∈ g} and the following defining relations.

I XY − YX = [X,Y]g,

I
[
X, J(Y)

]
= J
(
[X,Y]

)
, J(X) is linear in X,

I If g = sl2 = 〈e, f , h〉 then[
[J(e), J(f )], J(h)

]
=
(
J(e) f − eJ(f )

)
h.
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If g 6= sl2 then consider a root space decomposition

g = h⊕ ⊕
α∈Φ

gα,

where h is a Cartan subalgebra, Φ is the root system.

Choose positive roots, Φ = Φ+ ∪ (−Φ+) and for each α ∈ Φ+

choose root vectors x±α ∈ g±α such that 〈x+
α , x
−
α 〉 = 1.

Then the remaining defining relations are

[
J(h), J(h′)

]
=

1
4

∑
α,β∈Φ+

α(h)β(h′)
[
x−α x+

α , x
−
β x+

β

]
,

for all h, h′ ∈ h. [Guay–Nakajima–Wendlandt, 2017].
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The algebra Y(g) is a quantization of U(g[z]) in the class of

Hopf algebras.

The coproduct ∆ on Y(g) is

∆(X) = X ⊗ 1 + 1⊗ X,

∆
(
J(X)

)
= J(X)⊗ 1 + 1⊗ J(X) +

1
2

[X ⊗ 1,Ω],

for all X ∈ g, where

Ω =
d∑

k=1

Xk ⊗ Xk, {Xk} is an orthonormal basis of g,

the antipode S is an anti-automorphism of Y(g),

S(X) = −X, S
(
J(X)

)
= −J(X) +

1
4

cgX,

cg is the eigenvalue of ω =
∑d

k=1 X2
k in the adjoint module.
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5

For any c ∈ C the map

τc : X → X, J(X) 7→ J(X) + cX

is a Hopf algebra automorphism.

Set τu,v = τu ⊗ τv.

Theorem [Drinfeld, 1985]. There exists a unique series

R(u) = 1 +

∞∑
k=1

Rk u−k, Rk ∈ Y(g)⊗ Y(g),

such that

(id⊗∆)R(u) = R12(u)R13(u), and

τ0,u∆op(Y) = R(u)−1(τ0,u ∆(Y)
)
R(u) for all Y ∈ Y(g).
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R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation. Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g, up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



6

R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation. Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g, up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



6

R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation.

Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g, up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



6

R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation. Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g, up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



6

R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation. Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g, up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



6

R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation. Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g,

up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



6

R(u) is the universal R-matrix.

It is a solution of the Yang–Baxter equation

R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v).

Let ρ : Y(g)→ End V be a finite-dimensional irreducible

representation. Set R(u) = (ρ⊗ ρ)R(−u) ∈ End V ⊗ End V.

Theorem [Drinfeld, 1985]. R(u) is a unique solution of

(ρ⊗ ρ)
(
τu,v∆

(
J(X)

))
R(u− v) = R(u− v)(ρ⊗ ρ)

(
τu,v∆

op(J(X)
))
,

for all X ∈ g, up to a factor from C [[u−1]]. The factor can be

chosen to make R(u) a rational function in u.



7

Example. g = slN . Take V = CN with J(X) acting as 0.

Solving the equation, one recovers the Yang R-matrix given by

R(u) = 1− P
u
,

where

P =

N∑
i,j=1

eij ⊗ eji ∈ EndCN ⊗ EndCN

is the permutation operator

P : CN ⊗ CN → CN ⊗ CN .
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8

Example. Let g = gN which will denote

the orthogonal Lie algebra oN (with N = 2n or N = 2n + 1)

or symplectic Lie algebra spN (with N = 2n).

Take V = CN with J(X) acting as 0.

Solving the equation, we get the R-matrix

R(u) = 1− P
u

+
Q

u− κ
,

originally found for oN by [A. & Al. Zamolodchikov, 1979].
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9

The operator Q is defined by the formulas

Q =

N∑
i,j=1

eij ⊗ ei ′j ′ and Q =

N∑
i,j=1

εiεj eij ⊗ ei ′j ′ ,

in the orthogonal and symplectic case, respectively.

We use the notation i ′ = N − i + 1, and set

εi = 1 for i = 1, . . . , n and

εi = −1 for i = n + 1, . . . , 2n.

The parameter κ is

κ =


N/2− 1 for oN

n + 1 for sp2n.
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Choose a basis e1, . . . , eN of V so that eij is a basis of End V.

Definition. The extended Yangian X(g) is generated by

elements t(r)
ij with 1 6 i, j 6 N and r = 1, 2, . . . subject to the

defining relations

R12(u− v) T1(u) T2(v) = T2(v) T1(u) R12(u− v),

(the RTT-relation), where the T-matrix is given by

T(u) =

N∑
i,j=1

eij ⊗ tij(u) ∈ End V ⊗ X(g)[[u−1]]

with

tij(u) = δij +

∞∑
r=1

t(r)
ij u−r.
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The subscripts indicate copies of End V of the tensor product

algebra

End V ⊗ End V ⊗ X(g).

In type A we have X(slN) = Y(glN), the Yangian for glN ,

The defining relations take the form

[
ti j(u), tk l(v)

]
=

1
u− v

(
tk j(u) ti l(v)− tk j(v) ti l(u)

)
.
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Defining relations for X(gN):

[
ti j(u), tk l(v)

]
=

1
u− v

(
tk j(u) ti l(v)− tk j(v) ti l(u)

)
− 1

u− v− κ

(
δk i ′

N∑
p=1

θip tpj(u) tp′l(v)− δl j ′

N∑
p=1

θjp tk p′(v) tip(u)
)
,

where

θi j =


1 for oN

εiεj for sp2n.



12

Defining relations for X(gN):

[
ti j(u), tk l(v)

]
=

1
u− v

(
tk j(u) ti l(v)− tk j(v) ti l(u)

)
− 1

u− v− κ

(
δk i ′

N∑
p=1

θip tpj(u) tp′l(v)− δl j ′

N∑
p=1

θjp tk p′(v) tip(u)
)
,

where

θi j =


1 for oN

εiεj for sp2n.



12

Defining relations for X(gN):

[
ti j(u), tk l(v)

]
=

1
u− v

(
tk j(u) ti l(v)− tk j(v) ti l(u)

)
− 1

u− v− κ

(
δk i ′

N∑
p=1

θip tpj(u) tp′l(v)− δl j ′

N∑
p=1

θjp tk p′(v) tip(u)
)
,

where

θi j =


1 for oN

εiεj for sp2n.



13

The extended Yangian X(g) is a Hopf algebra with the

coproduct

∆ : tij(u) 7→
N∑

a=1

tia(u)⊗ taj(u),

the antipode S : T(u) 7→ T(u)−1 and the counit ε : T(u) 7→ 1.

Definition. The Yangian in the R-matrix presentation is the

algebra YR(g) defined by

YR(g) = {y ∈ X(g) | µf (y) = y for all µf },

where the automorphism µf : X(g)→ X(g) is defined by

µf : T(u) 7→ f (u)T(u), f (u) ∈ 1 + u−1C [[u−1]].
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14

Theorem [Wendlandt, 2017].

S2(T(u)
)

T(u + cg/2)−1 = z(u)1

for a series z(u) = 1 + z2 u−2 + z3 u−3 + · · · ∈ X(g)[[u−1]].

The coefficients z2, z3, . . . are free generators of the center

ZX(g) of X(g). Moreover,

X(g) = ZX(g)⊗ YR(g).

We have the isomorphism YR(g) ∼= Y(g),

X(g)/〈z(u) = 1〉 ∼= Y(g), T(u) 7→ (ρ⊗ 1)R(−u).
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Drinfeld presentation

Suppose that g is a simple Lie algebra of rank n and let A = [aij]

be the associated Cartan matrix.

Let α1, . . . , αn be the corresponding simple roots. Set

αi = εi − εi+1, i = 1, . . . , n− 1, for An−1.

In addition, in types Bn, Cn and Dn respectively set

αn = εn, αn = 2εn and αn = εn−1 + εn,

Here ε1, . . . , εn is an orthonormal basis of an Euclidian space

with the bilinear form (. , .).
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The Drinfeld Yangian YD(g) is generated by elements κi r, ξ
±
i r

with i = 1, . . . , n and r = 0, 1, . . . subject to the defining relations

[κi r, κj s] = 0,

[ξ+
i r , ξ

−
j s ] = δij κi r+s,

[κi0, ξ
±
j s ] = ± (αi, αj) ξ

±
j s ,

[κi r+1, ξ
±
j s ]− [κi r, ξ

±
j s+1] = ±

(αi, αj)

2
(
κi r ξ

±
j s + ξ±j s κi r

)
,

[ξ±i r+1, ξ
±
j s ]− [ξ±i r , ξ

±
j s+1] = ±

(αi, αj)

2
(
ξ±i r ξ

±
j s + ξ±j s ξ

±
i r

)
,

∑
p∈Sm

[ξ±i rp(1)
, [ξ±i rp(2)

, . . . , [ξ±i rp(m)
, ξ±j s ] . . . ]] = 0,

where the last relation holds for all i 6= j with m = 1− aij.
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Combine the generators of YD(g) into power series in u−1,

κi(u) = 1 +

∞∑
r=0

κi r u−r−1 and ξ±i (u) =

∞∑
r=0

ξ±i r u−r−1

for i = 1, . . . , n.

Theorem [Drinfeld, 1988]. Every finite-dimensional irreducible

representation L of the algebra YD(g) contains a unique (up to

constant factor) nonzero vector ζ (the highest vector) such that

ξ+
i (u) ζ = 0,

κi(u) ζ =
Pi(u + di)

Pi(u)
ζ, di = (αi, αi)/2,

for i = 1, . . . , n, where P1(u), . . . ,Pn(u) are monic polynomials.
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Next goal: to construct an isomorphism YR(g) ∼= YD(g).

Type A is known: [Drinfeld, 1985, Brundan–Kleshchev, 2005].

The construction is based on the natural embedding

Y(glN−1) ↪→ Y(glN), ti j(u) 7→ ti j(u),

for 1 6 i, j 6 N − 1.

Main sticking point for types B, C, D:

There is no natural embedding of X(gN−2) into X(gN).
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Quasideterminants

Consider a k × k matrix of the formA B

C D


with entries in a ring, where D is an element of the ring.

Then its (k, k)-quasideterminant is defined by∣∣∣∣∣∣∣
A B

C D

∣∣∣∣∣∣∣ = D− CA−1B.

[Gelfand–Retakh, 1991].
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20

Theorem [Jing–Liu–M., 2017]. The mapping

ti j(u) 7→

∣∣∣∣∣∣∣
t11(u) t1 j(u)

ti 1(u) ti j(u)

∣∣∣∣∣∣∣ = ti j(u)− ti 1(u) t11(u)−1 t1 j(u)

with 2 6 i, j 6 2 ′,

defines an injective algebra homomorphism

X(gN−2)→ X(gN).

We will use this embedding to regard X(gN−2)

as a subalgebra of X(gN).

It is consistent with the embedding gN−2 ↪→ gN .
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Let m 6 n for type B and m 6 n− 1 for types C and D.

Theorem [JLM, 2017]. The mapping

ψ
(N)
m : ti j(u) 7→

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

t11(u) . . . t1m(u) t1 j(u)

. . . . . . . . . . . .

tm1(u) . . . tmm(u) tmj(u)

ti1(u) . . . tim(u) ti j(u)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,

with m + 1 6 i, j 6 (m + 1) ′ defines an injective homomorphism

X(gN−2m)→ X(gN).

Moreover, we have the equality of maps

ψ
(N)
l ◦ ψ(N−2l)

m = ψ
(N)
l+m.
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tm1(u) . . . tm m(u) tmj(u)

ti 1(u) . . . ti m(u) ti j(u)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,

with m + 1 6 i, j 6 (m + 1) ′ defines an injective homomorphism

X(gN−2m)→ X(gN).

Moreover, we have the equality of maps

ψ
(N)
l ◦ ψ(N−2l)

m = ψ
(N)
l+m.
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Gaussian generators

Apply the Gauss decomposition to the matrix T(u),

T(u) = F(u) H(u) E(u),

for uniquely determined matrices F(u), H(u), E(u),

F(u) =


1 . . . 0
...

. . .
...

fN1(u) . . . 1

 , E(u) =


1 . . . e1N(u)

...
. . .

...

0 . . . 1

 ,

and H(u) = diag
[
h1(u), . . . , hN(u)

]
.
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The entries of the matrices F(u), H(u), E(u) are expressed in

terms of quasideterminants of submatrices of T(u) as follows.

We have

hi(u) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

t11(u) . . . t1 i−1(u) t1 i(u)

...
. . .

...
...

ti−1 1(u) . . . ti−1 i−1(u) ti−1 i(u)

ti1(u) . . . ti i−1(u) ti i(u)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,

for i = 1, . . . ,N.
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Moreover, for 1 6 i < j 6 N we have

ei j(u) = hi(u)−1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

t11(u) . . . t1 i−1(u) t1 j(u)

...
. . .

...
...

ti−1 1(u) . . . ti−1 i−1(u) ti−1 j(u)

ti 1(u) . . . ti i−1(u) ti j(u)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

and

fj i(u) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

t11(u) . . . t1 i−1(u) t1 i(u)

...
. . .

...
...

ti−1 1(u) . . . ti−1 i−1(u) ti−1 i(u)

tj 1(u) . . . tj i−1(u) tj i(u)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
hi(u)−1.
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Use the Gauss decomposition T(u) = F(u) H(u) E(u) to

introduce generators of the extended Yangian X(gN) by the

formulas

κi(u) = hi

(
u− i− 1

2

)−1
hi+1

(
u− i− 1

2

)
for i = 1, . . . , n− 1, and

κn(u) =



hn

(
u− n− 1

2

)−1
hn+1

(
u− n− 1

2

)
for o2n+1

hn

(
u− n

2

)−1
hn+1

(
u− n

2

)
for sp2n

hn−1

(
u− n− 2

2

)−1
hn+1

(
u− n− 2

2

)
for o2n.
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Furthermore, for i = 1, . . . , n− 1 set

ξ+
i (u) = fi+1 i

(
u− i− 1

2

)
, ξ−i (u) = ei i+1

(
u− i− 1

2

)
,

ξ+
n (u) =



fn+1 n

(
u− n− 1

2

)
for o2n+1

fn+1 n
(
u− n/2

)
for sp2n

fn+1 n−1

(
u− n− 2

2

)
for o2n

and

ξ−n (u) =



en n+1

(
u− n− 1

2

)
for o2n+1

1/2 en n+1
(
u− n/2

)
for sp2n

en−1 n+1

(
u− n− 2

2

)
for o2n.
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Introduce elements of X(gN) by the respective expansions into

power series in u−1,

κi(u) = 1 +

∞∑
r=0

κi r u−r−1 and ξ±i (u) =

∞∑
r=0

ξ±i r u−r−1

for i = 1, . . . , n.

Theorem [JLM, 2017]. The mapping which sends the

generators κi r and ξ±i r of YD(gN) to the elements of X(gN) with

the same names defines an isomorphism YD(gN) ∼= YR(gN).
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Applications: coproduct and representations

The coproduct formula for the extended Yangian X(gN),

∆ : ti j(u) 7→
N∑

a=1

ti a(u)⊗ ta j(u),

and the isomorphism YD(gN) ∼= YR(gN) can be used to

calculate the coproduct in terms of the Drinfeld presentation

(which has not been explicitly described).
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A representation V of the algebra X(gN) is called a highest

weight representation

if there exists a nonzero vector ξ ∈ V

such that V is generated by ξ,

ti j(u) ξ = 0 for 1 6 i < j 6 N, and

ti i(u) ξ = λi(u) ξ for 1 6 i 6 N,

for some formal series

λi(u) = 1 + λ
(1)
i u−1 + λ

(2)
i u−2 + · · · , λ

(r)
i ∈ C .
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Every finite-dimensional irreducible representation of X(gN) is

isomorphic to the highest weight representation L(λ(u)) for a

certain N-tuple of formal series λ(u) =
(
λ1(u), . . . , λN(u)

)
with

λi(u)

λi+1(u)
=

Pi(u + 1)

Pi(u)
, i = 1, . . . , n− 1,

and
λn(u)

λn+1(u)
=

Pn(u + 1/2)

Pn(u)
for o2n+1,

λn(u)

λn+1(u)
=

Pn(u + 2)

Pn(u)
for sp2n,

λn−1(u)

λn+1(u)
=

Pn(u + 1)

Pn(u)
for o2n,
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where P1(u), . . . ,Pn(u) are monic polynomials in u called the

Drinfeld polynomials of the representation

[Arnaudon–M.–Ragoucy, 2006].

Hence, by applying the isomorphism YD(gN) ∼= YR(gN) we thus

obtain the Drinfeld classification theorem for finite-dimensional

irreducible representations of YD(gN).
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Centers of the Yangians

The center ZY(glN) of the Yangian Y(glN) is generated by the

coefficients of the quantum determinant

qdet T(u) =
∑

p∈SN

sgn p · tp(1) 1(u + N − 1) . . . tp(N) N(u).

The Wendlandt series z(u) is given by

z(u)−1 =
1
N

tr T(u + N) T(u)−1 =
qdet T(u + 1)

qdet T(u)
,

the last equality is the quantum Liouville formula

[Nazarov, 1991].
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The center ZY(gN) of the extended Yangian X(gN) is generated

by the coefficients of the series

ζ(u) =
1
N

tr T(u + κ)′ T(u), κ = N/2∓ 1,

[Drinfeld 1985, Arnaudon et al. 2003, 2006].

The Wendlandt series z(u) is given by

z(u) =
ζ(u)

ζ(u + κ)
.



33

The center ZY(gN) of the extended Yangian X(gN) is generated

by the coefficients of the series

ζ(u) =
1
N

tr T(u + κ)′ T(u), κ = N/2∓ 1,

[Drinfeld 1985, Arnaudon et al. 2003, 2006].

The Wendlandt series z(u) is given by

z(u) =
ζ(u)

ζ(u + κ)
.



33

The center ZY(gN) of the extended Yangian X(gN) is generated

by the coefficients of the series

ζ(u) =
1
N

tr T(u + κ)′ T(u), κ = N/2∓ 1,

[Drinfeld 1985, Arnaudon et al. 2003, 2006].

The Wendlandt series z(u) is given by

z(u) =
ζ(u)

ζ(u + κ)
.


