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Abstract. The gradient discretisation method (GDM) is a generic frame-
work, covering many classical methods (Finite Elements, Finite Volumes, Dis-

continuous Galerkin, etc.), for designing and analysing numerical schemes for
diffusion models. In this paper, we study the GDM for a general stochastic evo-

lution problem based on a Leray–Lions type operator. The problem contains

the stochastic p-Laplace equation as a particular case. The convergence of the
Gradient Scheme (GS) solutions is proved by using Discrete Functional Anal-

ysis techniques, Skorohod theorem and the Kolmogorov test. In particular,

we provide an independent proof of the existence of weak martingale solutions
for the problem. In this way, we lay foundations and provide techniques for

proving convergence of the GS approximating stochastic partial differential

equations.

Keywords: p-Laplace equation, stochastic PDE, numerical methods, gradient discretisa-
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1. Introduction

The parabolic p-Laplacian problem occurs in many mathematical models of physical
processes, such as nonlinear diffusion [1] and non-Newtonian flows [32]. However,
in practical situations with large scales, rapid velocity and pressure fluctuations,
the motion of flow becomes unsteady and it is described as being turbulent [34].
Turbulence is a combination of slow oscillating (deterministic) component and fast
oscillating component that can be modelled as a white noise perturbation of regular
fluid velocity field. Therefore, in order to investigate turbulence in the parabolic p-
Laplacian problem, the first step is to develop the theory and numerical algorithms
for the stochastic parabolic p-Laplacian problem. Motivated by this problem, we
study in this paper a more general stochastic partial differential equation based on
a Leray–Lions type operator with homogeneous Dirichlet boundary condition. The
model reads

du´ divpapu,∇uqqdt “ fpuqdWt in p0, T q ˆΘ,

up0, ¨q “ u0 in Θ,

u “ 0 on p0, T q ˆ BΘ,

(1)

where T ą 0, Θ is an open bounded domain in Rd, d “ 1, 2, 3, and the ini-
tial data u0 P L2pΘq. Here, f is a continuous function of linear growth acting
between appropriate Banach spaces, see Section 2 for details. We assume that
W “ tW ptq, t P r0, T su is a K-valued Wiener process with a trace class covariance
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operator Q, for a certain Hilbert space K. Particular choices of a include the p-
Laplace operator corresponding to apu,vq “ |v|p´1v for some p P p1,`8q, and
some nonlinear and nonlocal diffusion operators corresponding to apu,vq “ Λpuqv
for u in a given functional space. If f “ 0 then the noise term vanishes, hence our
stochastic model (1) includes deterministic equation as a special case.
The existence and uniqueness theory for equation (1) is well developed at present,
see [8, 15, 25, 26, 33], but our assumption that apu,∇uq may be a nonlinear function
of both variables is more general than in the aformentioned papers. The methods
of proof used in those works do not provide convenient numerical algorithms, while
we provide a proof of the existence of weak martingale solutions via a converging
sequence of numerical approximations.
Numerical methods of the deterministic version of model (1) (i.e. f “ 0) and their
proofs of convergence are studied in [6, 12, 20, 29] and the references cited therein.
However, there is no numerical approximation of the stochastic model (1) due to
difficulties arising in the nonlinear term and the infinite dimensional nature of the
driving noise processes.
There are an increasing number of numerical methods for the solution of stochas-
tic evolution equations mentioned in the literature [30, 31, 35], where unique mild
solutions are required and the approximate schemes are treated in terms of the semi-
group approach. However, these assumptions are not applicable for a class of sto-
chastic equations involving strongly nonlinear terms, such as Navier–Stokes, magne-
tohydrodynamics (MHD), Strödinger, Landau–Lifshitz–Gilbert, Landau–Lifshitz–
Bloch and nonlinear porous media equations. In recent works, the stochastic
Navier-Stokes equation [10, 11] and the stochastic Landau–Lifshitz–Gilbert equa-
tion [4, 5, 23, 24] are investigated by using the conforming finite element method
to approximate their solutions. Furthermore, the convergence of the approximate
solutions is also proved which implies the existence of weak martingale solutions.
All these previous work, however, only deal with conforming approximations, which
use for the spatial discretisation a subspace of the Sobolev space appearing in the
weak formulation of the continuous problem. This usually imposes restrictions on
the types of mesh that can be considered – typically, triangular/tetrahedral or
quadrangular/hexahedral meshes. Moreover, conforming methods are know to be
ill-suited in some applications, e.g. when mesh locking appears, when inf-sup stabil-
ity is sought, or when some physical properties of the model must be respected (such
as balance and conservativity of approximate fluxes). In such circumstances, non-
conforming methods might be better suited; such methods include non-conforming
finite elements and finite volume methods, and also recent high-order methods for
polytopal meshes with cell and face unknowns – such as Hybrid-High Order schemes
and Virtual Element Methods. We refer the reader to [2, 7, 13, 16, 18] and reference
therein for detailed presentations of these methods.
In this work, we approximate (1) by using the Gradient Discretisation Method
(GDM) [19]. The GDM is a generic convergence analysis framework for a wide
variety of methods (conforming or nonconforming) written in discrete variational
formulation, and based on independent approximations of functions and gradients
using the same degrees of freedom. Several well-known methods fall in the GDM
framework, in particular:

‚ Galerkin methods, including the conforming Finite Element methods,
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‚ Nonconforming Finite Element methods, including the nonconforming P1

scheme,
‚ Symmetric Interior Penalty Galerkin (SIPG) methods,
‚ Mixed Finite Element methods,
‚ Hybrid Mimetic Mixed methods and Mimetic Finite Difference methods,
‚ Hybrid High-Order and Virtual Elements Methods.

By writing numerical schemes for (1) and performing their analysis in the GDM
framework, we provide a unified convergence result for all these methods. We refer
to [17, 19, 21, 22] for details of the GDM and the methods it covers.
Our convergence analysis is based on Discrete Functional Analysis techniques, Sko-
rohod theorem and the Kolmogorov test; we show the convergence of the Gradient
Scheme (GS) solutions to a weak martingale solution of (1). In particular, we
provide an independent proof of the existence of weak martingale solutions for
the problem. In this way, we lay foundations and provide techniques for proving
convergence of the GS approximating stochastic partial differential equations.
The paper is organised as follows. In Section 2 we recall the notations of the
gradient discretisation method and propose the GS for approximating the stochastic
model (1). Weak martingale solutions to (1) are defined and our main result is
stated in this section. Section 3 provides priori estimates of approximated solutions
and the noise term added at each step of the scheme in various norms. In Section 4,
we first show the tightness of the sequence including the GS solutions and then prove
the almost sure convergence to a certain limit, up to a change of probability space.
The continuity of the limit and the martingale part are also proved in this section.
Section 5 is devoted to the proof of the main theorem. Finally, in the Appendix we
prove necessary results that are used in the course of the proof.

2. Gradient scheme and main resutls

Before introducing the GS for approximation of (1), we introduce notations and
assumptions used in the rest of the paper.
Notations: We let p1 “ p

p´1 be the conjugate exponent of p. To alleviate the for-

mulas, when written without specifying the space, the Lebesgue spaces we consider
are those on Θ; so, most of the time, we write Lq instead of LqpΘq. Correspond-

ingly, } ¨ }Lq is the norm in LqpΘq, x¨, ¨yLp1 ,Lp is the duality product between Lp
1

pΘq

and LppΘq, and x¨, ¨yL2 the inner product in L2pΘq; we use the same notations
in vector-valued Lebesgues spaces LqpΘqe for e ě 2. We will use the notation
ΘT :“ p0, T q ˆ Θ. In proofs of theorems and lemmas, C will stand for a generic
constant that depends only on the data above, and on any constant appearing in
the statement of the corresponding theorem or lemma.

Assumptions: The following Leray–Lions type standing assumptions will not be
enunciated again:

‚ the initial condition u0 belongs to L2,
‚ the function a : Rˆ Rd Ñ Rd is continuous,
‚ for p P p1,`8q there exist constants c1, c2 such that for all px,yq P RˆRd

and z P Rd

apx,yq ¨ y ě c1|y|
p (2)

|apx,yq| ď c2p1` |y|
p´1q (3)
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papx,yq ´ apx, zqq ¨ py ´ zq ě 0, (4)

‚ the function f : Lp X L2 Ñ LpK, L2q is continuous with linear growth, i.e.,
there exist constants F1, F2 ą 0 such that for any v P Lp X L2 and any
sequence twnuně0 which converges to w in Lp

}fpvq}2LpK,L2q ď F1}v}
2
L2 ` F2 and

fpwnq Ñ fpwq in LpK, L2q.
(5)

‚ T ą 0 is a given constant and pΩ,F ,F “ pFtqtPr0,T s,Pq is a stochastic basis,
that is pΩ,F ,Pq is a probability space, F is a filtration.

2.1. Gradient scheme. We recall here the notions of the gradient discretisation
method. The idea of this general analysis framework is to replace, in the weak
formulation of the problem, the continuous space and operators by discrete ones;
the set of discrete space and operators is called a gradient discretisation (GD), and
the scheme obtained after substituting these elements into the weak formulation
is called a gradient scheme (GS). The convergence of the obtained GS can be es-
tablished based on only a few general concepts on the underlying GD. Moreover,
different GDs correspond to different classical schemes (finite elements, finite vol-
umes, etc.). Hence, the analysis carried out in the GDM directly applies to all these
schemes, and does not rely on the specificity of each particular method.

Definition 2.1. D “
`

XD,0,ΠD,∇D, ID,
`

tpnq
˘

n“0,¨¨¨ ,N

˘

is a space-time gradient

discretisation for homogeneous Dirichlet boundary conditions, if its elements satisfy
the following properties

(i) XD,0 is a finite dimensional vector space of functions of discrete argument
and XD,0 encodes homogeneous Dirichlet boundary conditions.

(ii) the function reconstruction ΠD : XD,0 Ñ L8 is a linear mapping that
reconstructs, from an element of XD,0, a function over Θ,

(iii) the linear mapping ∇D : XD,0 Ñ pLpqd gives a reconstructed discrete gra-
dient. It must be chosen in such a way that }∇D ¨ }Lp is a norm on XD,0,

(iv) ID : L2 Ñ XD,0 is an interpolation operator,

(v) tp0q “ 0 ă tp1q ă ¨ ¨ ¨ ă tpNq “ T is a uniform time discretisation in the
sense that δtD :“ tpn`1q ´ tpnq is a constant time step.

For any
`

vpnq
˘

n“0,¨¨¨ ,N
Ă XD,0, we define piecewise-constant-in-time functions

ΠDv : r0, T s Ñ L8, ∇Dv : p0, T s Ñ pLpqd and dDv : p0, T s Ñ L8 by: For
n “ 0, ¨ ¨ ¨ , N ´ 1, for any t P ptpnq, tpn`1qs, for a.e. x P Θ

ΠDvp0,xq :“ ΠDv
p0qpxq, ΠDvpt,xq :“ ΠDv

pn`1qpxq,

∇Dvpt,xq :“ ∇Dv
pn`1qpxq, dDvptq “ d

pn` 1
2 q

D v :“ ΠDv
pn`1q ´ΠDv

pnq.

We now describe the scheme.

Algorithm 2.2 (Gradient scheme for (1)). Set up0q :“ IDu0 and take random
variables up¨q “

`

upnqpω, ¨q
˘

n“0,¨¨¨ ,N
Ă XD,0 such that:

‚ u is adapted to the filtration pFn
N q0ďnďN defined by

Fn
N :“ σtW ptpkqq, 0 ď k ď nu.
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‚ for any function φ P XD,0 and any ω P Ω,

@

d
pn` 1

2 q

D u,ΠDφ
D

L2 ` δtDxapΠDu
pn`1q,∇Du

pn`1qq,∇DφyLp1 ,Lp

“
@

fpΠDu
pnqq∆pn`1qW,ΠDφ

D

L2 . (6)

Here ∆pn`1qW :“W ptpn`1qq ´W ptpnqq.

In order to establish the stability and convergence of GS (6), sequences of space-
time gradient discretisations pDmqmPN are required to satisfy consistency, limit-
conformity and compactness properties [19]. The consistency is slightly adapted
here to account for the non-linearity we consider. In the following, we let pp “
maxt2, p1u.

Definition 2.3 (Consistency). A sequence pDmqmPN of space-time gradient dis-
cretisations in the sense of Definition 2.1 is said to be consistent if

‚ for all φ P LpppΘq XW 1,p
0 pΘq, letting

SDmpφq :“ min
wPXDm

`

}ΠDmw ´ φ}L pp ` }∇Dmw ´∇φ}Lp
˘

,

we have SDmpφq Ñ 0 as mÑ8,
‚ for all φ P L2, ΠDmIDmφÑ φ in L2 as mÑ8

‚ δtDm Ñ 0 as mÑ8.

It follows from the consistency property that there exists a constant Cu0 ą 0 not
depending on m such that

}ΠDmu
p0q}L2 ď Cu0 . (7)

Definition 2.4 (Limit-conformity). A sequence pDmqmPN of space-time gradient
discretisations in the sense of Definition 2.1 is said to be limit-conforming if, for
all φ PW div,p1pΘq :“ tφ P Lp

1

pΘqd : divφ P Lp
1

pΘqu letting

WDmpφq :“ max
vPXDm zt0u

ˇ

ˇ

ˇ

ˇ

ż

Ω

`

∇Dmvpxq ¨ φpxq `ΠDmvpxqdivφpxq
˘

dx

ˇ

ˇ

ˇ

ˇ

}∇Dmv}Lp
,

we have WDmpφq Ñ 0 as mÑ8.

Definition 2.5 (Compactness). A sequence pDmqmPN of space-time gradient dis-
cretisations in the sense of Definition 2.1 is said to be compact if

lim
ξÑ0

sup
mPN

TDmpξq “ 0,

where

TDmpξq :“ max
vPXDm zt0u

}ΠDmvp¨ ` ξq ´ΠDmv}LppRdq

}∇Dmv}Lp
, @ξ P Rd,

with ΠDmv extended by 0 outside Θ.

Remark 2.6. The definition we use here is often considered as a characterisation
of the compactness of GDs, see [19, Lemma 2.21].

A sequence of GDs that is compact also satisfies another important property: the
coercivity [19, Lemma 2.10].
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Lemma 2.7 (Coercivity of sequences of GDs). If a sequence pDmqmPN of space-
time gradient discretisations in the sense of Definition 2.1 is compact, then it is
coercive: there exists a constant Cp such that

max
vPXDm zt0u

}ΠDmv}Lp

}∇Dmv}Lp
ď Cp, @m P N.

Finally, we will need sequences of GDs that satisfy the following discrete Sobolev
embeddings. As shown in [19], and especially in Appendix B therein, such embed-
dings are known for all classical gradient discretisations.

Definition 2.8 (Discrete Sobolev embeddings). A sequence of gradient discreti-
sations pDmqmPN satisfies the discrete Sobolev embeddings if there exists p˚ ą p
and C ě 0 such that, for all m P N and all vm P XDm,0, it holds }ΠDmv}Lp˚ ď
C}∇Dmv}Lp .

2.2. Main results. We first define a weak martingale solution to (1).

Definition 2.9. Given T P p0,8q, a weak martingale solution pΩ,F ,F,P,W, uq
to (1) consists of

(a) a filtered probability space pΩ,F ,F,Pq with the filtration satisfying the usual
(normal) conditions [14, page 71],

(b) a K-valued F-adapted Wiener process with the covariance operator Q,
(c) a progressively measurable process u : r0, T s ˆ Ω Ñ Lp

such that

(1) There is a ball Bw of L2, endowed with the weak topology, such that, P-a.s.
ω P Ω, up¨, ωq P Cpr0, T s;Bwq.

(2) E
´

suptPr0,T s }uptq}
2
L2

¯

ă 8;

(3) E
´

}u}p
Lpp0,T ;W 1,p

0 pΘqq

¯

ă 8;

(4) for every t P r0, T s, for all ψ PW 1,p
0 pΘq X LpppΘq, P-a.s.:

@

uptq, ψ
D

L2 ´
@

u0, ψ
D

L2 `

ż t

0

@

apu,∇upsqq,∇ψ
D

Lp1 ,Lp
ds

“
@

ż t

0

fpuqps, ¨qdW psq, ψ
D

L2 .

Remark 2.10 (Continuity of the solution). The weak continuity of upω, ¨q : r0, T s Ñ
Bw implies its continuity r0, T s Ñ H´1pΘq for the standard norm topology on
H´1pΘq.

The main result of this paper is the following theorem, which states the existence
of a solution to the GS and its convergence, up to a subsequence, towards a weak
martingale solution of the continuous problem.

Theorem 2.11. Assume that we are given an initial data u0 P L
2pΘq and T ą 0.

Let pDmqmPN be a sequence of gradient discretisations that is consistent, limit-
conforming, compact, and satisfies the discrete Sobolev embeddings. For every m ě

1, there exists random process um solution to the gradient scheme (Algorithm 2.2
with D :“ Dm).

Moreover, there exists a weak martingale solution prΩ, rF , p rFtqtPr0,T s, rP,ĂW, ruq to (1)
in the sense of Definition 2.9, and a sequence trumu of random processes defined on
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rΩ with the same law as um, so that up to a subsequence, the following convergences
hold

ΠDmrum Ñ ru, rP´ a.s. in LppΘT q

∇Dmrum Ñ ∇ru, rP´ a.s. in
`

LppΘT q
˘

w
.

Remark 2.12. The existence of a weak solution to (1) is obtained as a by-product of
the convergence analysis. This existence is not assumed a priori, and no regularity
property is required on the continuous solution to get the convergence of the GDM.

3. A priori estimates

We first provide a priori estimates for the solution u to (6) and then deduce its
existence in the following lemma. For legibility, we drop the index m in sequences
of gradient discretisations, and we simply write D instead of Dm.

Lemma 3.1. There exists at least one uD solution to the Algorithm 2.2 and there
exists a constant Cf,a,T,Q,u0

ą 0 depending only on f, a, T,Q and u0 such that

E

«

max
1ďnďN

}ΠDu
pnq}2L2 ` }∇Du}

p
LppΘT q

`

N´1
ÿ

n“0

}ΠDu
pn`1q ´ΠDu

pnq}2L2

ff

ď Cf,a,T,Q,u0
. (8)

We also have for any integer number q ě 1

E
„

max
1ďnďN

}ΠDu
pnq}2

q

L2 ` }∇Du}
p2q´1

LppΘT q



ď Cf,a,T,Q,u0,q. (9)

Proof.
A priori estimates on ΠDu in (8).
We first prove a priori energy estimates of solution u. We choose the test function
φ “ upn`1q P XD,0 in (6) and use the following fundamental identity

pa´ bqa “
1

2
pa2 ´ b2q `

1

2
pa´ bq2, @a, b P R, (10)

to write
1

2
}ΠDu

pn`1q}2L2 `
1

2
}ΠDu

pn`1q ´ΠDu
pnq}2L2

` δtD
@

apΠDu
pn`1q,∇Du

pn`1qq, ∇Du
pn`1q

D

Lp1 ,Lp

“
1

2
}ΠDu

pnq}2L2 `
@

fpΠDu
pnqq∆pn`1qW, ΠDpu

pn`1q ´ upnqq
D

L2

`
@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2 . (11)

By taking the sum in the above equation from n “ 0 to n “ k, for an arbitrary k P
t0, . . . , N´1u, and using (2), Cauchy–Schwarz inequality and the Young inequality

ab ď a2 ` b2

4 for the second term in the right hand side, we obtain

1

2
}ΠDu

pk`1q}2L2 `
1

4

k
ÿ

n“0

}ΠDu
pn`1q ´ΠDu

pnq}2L2 ` c1

k
ÿ

n“0

δtD}∇Du
pn`1q}

p
Lp

ď
1

2
}ΠDu

p0q}2L2 `

k
ÿ

n“0

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K
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`

k
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2 . (12)

Note that the last term on the right hand side of (12) vanishes when taking its
expectation since ΠDu

pnq is Ftpnq measurable, and thus independent with ∆pn`1qW
which has a zero expectation. We obtain from (12)

1

2
E
”

}ΠDu
pk`1q}2L2 `

1

4

k
ÿ

n“0

}ΠDu
pn`1q ´ΠDu

pnq}2L2

ı

` E
”

c1

k
ÿ

n“0

δtD}∇Du
pn`1q}

p
Lp

ı

ď
1

2
}ΠDu

p0q}2L2 `

k
ÿ

n“0

E
“

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K
‰

. (13)

By the tower property of the conditional expectation, the independence of the
increments of the Wiener process, and assumptin on f we find for the last term

E
“

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K
‰

“ E
”

E
“

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K|Ftpnq
‰

ı

“ E
”

}fpΠDu
pnqq}2LpK,L2qE

“

}∆pn`1qW }2K|Ftpnq
‰

ı

“ δtDpTrQqEr}fpΠDu
pnqq}2LpK,L2qs

ď δtDpTrQq
`

F1Er}ΠDu
pnq}2L2s ` F2

˘

. (14)

Together with (13), this implies

E
“

}ΠDu
pk`1q}2L2

‰

ď }ΠDu
p0q}2L2 ` 2pTrQqF2T ` 2pTrQqF1

k
ÿ

n“0

δtDEr}ΠDu
pnq}2L2s.

By applying the discrete version of Gronwall’s lemma to the above inequality and
using (7), we obtain

max
1ďnďN

E
“

}ΠDu
pnq}2L2

‰

ď Cf,a,T,Q,u0
. (15)

It follows from (13)–(15) that

E
“

}∇Du}
p
LppΘT q

`

N´1
ÿ

n“0

}ΠDu
pn`1q ´ΠDu

pnq}2L2

‰

ď Cf,T,Q,u0 .

By taking the maximum of (12) over 0 ď k ď N ´ 1 and appying the expectations,
we get

E
“

max
1ďnďN

}ΠDu
pnq}2L2

‰

ď }ΠDu
p0q}2L2 ` 2E

“

N´1
ÿ

n“0

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K
‰

` 2E
“

max
0ďkďN´1

k
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2

‰

.

(16)
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To bound the last term in the right hand side, we treat the sum as the stochastic
integral of a piecewise constant integrand and use the Burkholder–Davis–Gundy
inequality: [9, Theorem 2.4]

E
”

max
0ďkďN´1

k
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2

ı

ď CE
”

`

N´1
ÿ

n“0

δtD}fpΠDu
pnqq}2LpK,L2q}ΠDu

pnq}2L2

˘1{2
ı

ď CE
”

max
0ďnďN´1

}ΠDu
pnq}L2

`

N´1
ÿ

n“0

δtDpF1}ΠDu
pnq}2L2 ` F2q

˘1{2
ı

ď
1

4
E
“

max
0ďnďN

}ΠDu
pnq}2L2

‰

` C2F1

N´1
ÿ

n“0

δtDE
“

}ΠDu
pnq}2L2

‰

` C2F2T

ď
1

4
E
“

max
0ďnďN

}ΠDu
pnq}2L2

‰

` C2F1T max
0ďnďN

E
“

}ΠDu
pnq}2L2

‰

` C2F2T. (17)

We use (14) to bound the second term in the right hand side of (16).

E
”

N´1
ÿ

n“0

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K

ı

ď pTrQqF1

N´1
ÿ

n“0

δtDEr}ΠDu
pnq}2L2s ` pTrQqF2T

ď pTrQqF1T max
1ďnďN

E
“

}ΠDu
pnq}2L2

‰

` pTrQqF2T. (18)

By using (15), (17) and (18), we deduce from (16) that

E
”

max
1ďnďN

}ΠDu
pnq}2L2

ı

ď Cf,a,T,Q,u0
,

which completes the proof of the a priori estimates (8).
The existence of at least one solution to the Algorithm 2.2 is then done as in the
proof of [19, Theorem 2.44].

Higher moments bound (9).

We adapt the ideas from [10], where different type of difficulties had to be dealt
with.
We will use induction to proof this result. First, from (8) we have the assertion for
q “ 1. We assume therefore that (9) holds for any integer number q̄ P r1, q ´ 1s,
that is,

E
“

max
1ďnďN

}ΠDu
pnq}2

q̄

L2

‰

ď Cf,a,T,Q,u0,q̄. (19)

In what follow, we will prove that (19) holds for q̄ “ q. We begin by multiplying
identity (11) by }ΠDu

pn`1q}2L2 and use the positive-definiteness (2) of a to obtain

1

2
}ΠDu

pn`1q}2L2

`

}ΠDu
pn`1q}2L2 ´ }ΠDu

pnq}2L2

˘

`
1

4
}ΠDu

pn`1q}2L2}ΠDu
pn`1q ´ΠDu

pnq}2L2 ď I1 ` I2, (20)
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where

I1 :“ }ΠDu
pn`1q}2L2

@

fpΠDu
pnqq∆pn`1qW, ΠDpu

pn`1q ´ upnqq
D

L2 ,

I2 :“ }ΠDu
pn`1q}2L2

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2 .

By using the Cauchy–Schwarz and Young inequalities, we estimate I1 and I2 as
follow

I1 ď }fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pn`1q}2L2

`
1

4
}ΠDu

pn`1q ´ΠDu
pnq}2L2}ΠDu

pn`1q}2L2

“ }fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K
“

}ΠDu
pnq}2L2 ` }ΠDu

pn`1q}2L2 ´ }ΠDu
pnq}2L2

‰

`
1

4
}ΠDu

pn`1q ´ΠDu
pnq}2L2}ΠDu

pn`1q}2L2

ď }fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pnq}2L2

` 4}fpΠDu
pnqq}4LpK,L2q}∆

pn`1qW }4K `
1

16

´

}ΠDu
pn`1q}2L2 ´ }ΠDu

pnq}2L2

¯2

`
1

4
}ΠDu

pn`1q ´ΠDu
pnq}2L2}ΠDu

pn`1q}2L2 ,

and

I2 “
@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2

“

}ΠDu
pnq}2L2 ` }ΠDu

pn`1q}2L2 ´ }ΠDu
pnq}2L2

‰

ď
@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2}ΠDu
pnq}2L2

` 4}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pnq}2L2

`
1

16

´

}ΠDu
pn`1q}2L2 ´ }ΠDu

pnq}2L2

¯2

.

By using the above estimates together with (10), we infer from (20) that

1

4
}ΠDu

pn`1q}4L2 ´
1

4
}ΠDu

pnq}4L2 ď 5}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pnq}2L2

` 4}fpΠDu
pnqq}4LpK,L2q}∆

pn`1qW }4K

`
@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2}ΠDu
pnq}2L2 . (21)

Using (10) and (21), it is easily proved by induction on q (the inductive step from
q to q ` 1 consisting in multiplying this estimate by }ΠDu

pn`1q}2
q

L2) that

1

2q
}ΠDu

pn`1q}2
q

L2 ´
1

2q
}ΠDu

pnq}2
q

L2

ď 5}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pnq}

2q´2
L2

` 4}fpΠDu
pnqq}4LpK,L2q}∆

pn`1qW }4K}ΠDu
pnq}

2q´4
L2

`
@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2}ΠDu
pnq}

2q´2
L2 . (22)

Then, proceeding as in (14), the first two terms in the right hand side of (21) are
estimated as follow

E
“

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pnq}

2q´2
L2

‰

ď δtDpTrQqErpF1}ΠDu
pnq}2L2 ` F2q}ΠDu

pnq}
2q´2
L2 s, (23)

E
“

}fpΠDu
pnqq}4LpK,L2q}∆

pn`1qW }4K}ΠDu
pnq}

2q´4
L2

‰
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ď δt2DpTrQq2E
“

pF1}ΠDu
pnq}2L2 ` F2q

2}ΠDu
pnq}

2q´4
L2

‰

. (24)

We note that last term on the right hand side of (22) vanishes when taking expecta-
tion. Hence, summing (22) from n “ 0 to n “ k (for an arbitrary k “ 0, . . . , N´1),
taking the expectations and using (15), the above estimates, and the discrete ver-
sion of Gronwall lemma, we obtain

max
1ďnďN

E
“

}ΠDu
pnq}2

q

L2

‰

ď Cf,a,T,Q,u0,q. (25)

By summing (22) from n “ 0 to n “ k (for an arbitrary k “ 0, . . . , N ´ 1), and
taking the maximum over k and then applying E, we get

E
“

max
1ďnďN

}ΠDu
pnq}2

q

L2

‰

ď }ΠDu
p0q}2

q

L2

` 20E
”

N´1
ÿ

n“0

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K}ΠDu
pnq}

2q´2
L2

ı

` 16E
”

N´1
ÿ

n“0

}fpΠDu
pnqq}4LpK,L2q}∆

pn`1qW }4K}ΠDu
pnq}

2q´4
L2

ı

` 4E
”

max
0ďkďN´1

k
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2}ΠDu
pnq}

2q´2
L2

ı

. (26)

Proceeding as in (17), the last term of the right hand side is estimated as follow

E
”

max
0ďkďN´1

k
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2}ΠDu
pnq}

2q´2
L2

ı

ď
1

2q`1
E
“

max
0ďnďN

}ΠDu
pnq}2

q

L2

‰

` CF1T max
0ďnďN

E
“

}ΠDu
pnq}2

q

L2

‰

` CF2T max
0ďnďN

E
“

}ΠDu
pnq}

2q´2
L2

‰

.

By using the above inequality, (23)–(25) and (15), we obtain from (26) that

E
”

max
1ďnďN

}ΠDu
pnq}2

q

L2

ı

ď Cf,a,T,Q,u0,q, (27)

which completes the proof of the inductive step.

A priori estimates on ∇Du in (9).

By using Jensen’s inequality, we obtain from (12) with k “ N ´ 1 that

}∇Du}
p2q´1

LppΘT q
ď Cq}ΠDu

p0q}2
q

L2

` Cq

˜

N´1
ÿ

n“0

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K

¸2q´1

` Cq

˜

N´1
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2

¸2q´1

. (28)

We estimate the second term in the right hand side of (28) by using, for γ ě 1,

´

N´1
ÿ

n“0

an

¯γ

ď Nγ´1
N´1
ÿ

n“0

aγn, (29)
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which can be proved using Jensen’s inequality on the sum. Applying the above
inequality, arguments used in the proof of (14) and invoking (27), we have

E
”

`

N´1
ÿ

n“0

}fpΠDu
pnqq}2LpK,L2q}∆

pn`1qW }2K
˘2q´1ı

ď Cf,QN
2q´1

´1δt2
q´1

D

N´1
ÿ

n“0

E
“

}ΠDu
pnq}2

q´1

L2 ` }ΠDu
pnq}2

q

L2

‰

ď Cf,a,T,Q,u0,q, (30)

where we have used the inequality Erp}∆pn`1qW }2Kq
rs ď CQ,rpδtDq

r for all integer
r ě 1, see [27, Corollary 1.1]. Proceeding as (17) and using (29), (27), we estimate
the third term in the right hand side of (28):

E
“`

N´1
ÿ

n“0

@

fpΠDu
pnqq∆pn`1qW, ΠDu

pnq
D

L2

˘2q´1
‰

ď CE
“`

N´1
ÿ

n“0

δtD}fpΠDu
pnqq}2LpK,L2q}ΠDu

pnq}2L2

˘2q´2
‰

ď CE
“

max
0ďnďN´1

}ΠDu
pnq}2

q´1

L2

`

N´1
ÿ

n“0

δtDpF1}ΠDu
pnq}2L2 ` F2q

˘2q´2
‰

ď
1

4
E
“

max
0ďnďN

}ΠDu
pnq}2

q

L2

‰

` C2δt2
q´1

D E
“`

N´1
ÿ

n“0

F1}ΠDu
pnq}2L2 ` F2

˘2q´1
‰

ď
1

4
E
“

max
0ďnďN

}ΠDu
pnq}2L2

‰

` C2F1T max
1ďnďN

E
“

}ΠDu
pnq}2

q

L2

‰

` C2F 2q´1

2 T

ď Cf,a,T,Q,u0,q,

where we have used the Burkholder–Davis–Gundy inequality in the second line, a
Young inequality in the fourth line, and (29) in the fifth line. Together with (28)
and (30), this implies

Er}∇Du}
p2q´1

LppΘT q
s ď Cf,a,T,Q,u0,q,

which completes the proof of this lemma.

In order to estimate the time-translate of ΠDu, we will need the following relation.

Lemma 3.2. Let u be a solution of the Algorithm 2.2. Then, for all ` P t1, . . . , N´
1u,

E
“

δtD

N´`
ÿ

n“1

}ΠDu
pn``q ´ΠDu

pnq}2L2

‰

ď Cf,T,Q,p,}ΠDup0q}L2
tp`q.

Proof. For any function φ P XD,0, we deduce from (6) that

@

ΠDu
pn``q ´ΠDu

pnq,ΠDφ
D

L2 “ ´δtD

`´1
ÿ

i“0

@

apΠDu
pn`i`1q,∇Du

pn`i`1qq,∇Dφ
D

Lp1 ,Lp

`

`´1
ÿ

i“0

@

fpΠDu
pn`iqq∆pn`i`1qW,ΠDφ

D

L2 . (31)
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Choosing φ “ δtDpu
pn``q ´ upnqq and taking the sum over n from 1 to N ´ `, we

have

δtD

N´`
ÿ

n“1

}ΠDu
pn``q ´ΠDu

pnq}2L2

“ ´δt2D

N´`
ÿ

n“1

`´1
ÿ

i“0

@

apΠDu
pn`i`1q,∇Du

pn`i`1qq,∇Dpu
pn``q ´ upnqq

D

Lp1 ,Lp

` δtD

N´`
ÿ

n“1

`´1
ÿ

i“0

@

fpΠDu
pn`iqq∆pn`i`1qW,ΠDu

pn``q ´ΠDu
pnq

D

L2

“: I1 ` I2. (32)

We now estimate the expectation of I1 by using (3), Hölder inequality, and Lemma 3.1.

ErI1s ď c2E
”

δt2D

N´`
ÿ

n“1

`´1
ÿ

i“0

@

1` |∇Du
pn`i`1q|p´1, |∇Dpu

pn``q ´ upnqq|
D

L2

ı

ď Ctp`qE
“

δtD

N´`
ÿ

n“1

}∇Dpu
pn``q ´ upnqq}L1

‰

` CE
”

δt2D

N´`
ÿ

n“1

}∇Dpu
pn``q ´ upnqq}Lp

`´1
ÿ

i“0

}∇Du
pn`i`1q}

p´1
Lp

ı

ď Ctp`qE
“

ż T

0

}∇Duptq}L1 dt
‰

` CE
”

δtD

N´`
ÿ

n“1

}∇Dpu
pn``q ´ upnqq}Lp

ż tpn``q

tpnq
}∇Duptq}

p´1
Lp dt

ı

ď Ctp`qE
”

}∇Du}
p
LppΘT q

ı1{p

` Cptp`qq1{pE
”

δtD

N´`
ÿ

n“1

}∇Dpu
pn``q ´ upnqq}Lp

´

ż tpn``q

tpnq
}∇Duptq}

p
Lp dt

¯1{p1ı

.

(33)

The second term in the right hand side is estimated as follows:

Cptp`qq1{pE
”

δtD

N´`
ÿ

n“1

}∇Dpu
pn``q ´ upnqq}Lp

´

ż tpn``q

tpnq
}∇Duptq}

p
Lp dt

¯1{p1ı

ď Cptp`qq1{pE
”

δtD

´

N´`
ÿ

n“1

}∇Dpu
pn``q ´ upnqq}pLp

¯1{p

ˆ

´

N´`
ÿ

n“1

ż tpn``q

tpnq
}∇Duptq}

p
Lp dt

¯1{p1ı

ď Cptp`qq1{ppδtD`q
1{p1E

“

}∇Du}
p
LppΘT q

‰

, (34)

where the conclusion follows by noticing that, in the last sum of integrals term in
the second line, each interval rtpnq, tpn`1qs appears at most ` times.
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To estimate the expectation of I2, we use the Young inequality and write

ErI2s “ δtD

N´`
ÿ

n“1

E
”

@

ż T

0

1rtpnq,tpn``qsptqfpΠDuptqqdW ptq,ΠDu
pn``q ´ΠDu

pnq
D

L2

ı

ď
1

4
δtD

N´`
ÿ

n“1

E
“

}ΠDu
pn``q ´ΠDu

pnq}2L2

‰

` δtD

N´`
ÿ

n“1

E
”›

›

›

ż T

0

1rtpnq,tpn``qsptqfpΠDuptqqdW ptq
›

›

›

2

L2

ı

(35)

By using the Itô isometry, (5) and Lemma 3.1, we bound the last term in the right
hand side:

E
”
›

›

›

ż T

0

1rtpnq,tpn``qsptqfpΠDuptqqdW ptq
›

›

›

2

L2

ı

ď pTrQqE
”

ż T

0

1rtpnq,tpn``qsptq}fpΠDuptqq}
2
LpK,L2q dt

ı

ď pTrQqE
”

ż T

0

1rtpnq,tpn``qsptqpF1}ΠDuptq}
2
L2 ` F2q dt

ı

ď pTrQqtp`qE
“

F1 max
1ďnďN

}ΠDu
pnq}2L2 ` F2

‰

ď Cf,T,Q,p,}ΠDup0q}L2
tp`q.

Together with (35), (34), (33) and (32), this implies

E
”

δtD

N´`
ÿ

n“1

}ΠDu
pn``q ´ΠDu

pnq}2L2

ı

ď Cf,T,Q,p,}ΠDup0q}L2
tp`q,

which completes the proof of the lemma.

Remark 3.3. The result of Lemma 3.2 will be used to obtain compactness-in-time
of the approximate functions. The approach used here based on this estimate fills
an apparent gap in [3, 10] where the result of [3, Lemma 4.4] ([10, Lemma 3.2]) is
not sufficient for proving [3, Theorem 4.6] ([10, Lemma 4.1], respectively).

We can now estimate the time-translate of ΠDu. It follows from Lemmas 6.2
and 3.2, and estimate (76) that, for any ρ P p0, T q,

E
”

ż T´ρ

0

}ΠDupt` ρq ´ΠDuptq}
2
L2 dt

ı

ď Cρ, (36)

and

E
“

}ΠDu}
2
Hβp0,T ;L2q

‰

ď C, for any β P p0, 1{2q. (37)

In the following lemma, we estimate the dual norm of the time variation of the
iterates tΠDu

pnquNn“0. The dual norm | ¨ |˚,D on ΠDpXD,0q Ă L2 is defined by: for
all v P ΠDpXD,0q,

|v|˚,D :“ sup

"
ż

Ω

vpxqΠDφpxqdx : φ P XD,0, }ΠDφ}L2 ` }∇Dφ}Lp ď 1

*

.
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Lemma 3.4. For any q P N let r “ 2q and α “ mint1{2, 1{pu. Then, for all
` “ 1, . . . , N ´ 1,

E
“

|ΠDu
pn``q ´ΠDu

pnq|r˚,D
‰

ď Cf,T,Q,p,q,}ΠDup0q}L2
ptp`qqαr. (38)

As a consequence, for any t, s P r0, T s

E
“

|ΠDuptq ´ΠDupsq|
r
˚,D

‰

ď Cf,T,Q,p,q,}ΠDup0q}L2

`

|t´ s| ` δtD
˘αr

. (39)

Proof. It follows from (31) that

E
“

|ΠDu
pn``q ´ΠDu

pnq|r˚,D
‰

ď 2r´1δtrDE
”´

sup
φPA

`´1
ÿ

i“0

@

apΠDu
pn`i`1q,∇Du

pn`i`1qq,∇Dφ
D

Lp1 ,Lp

¯rı

` 2r´1E
”´

sup
φPA

`´1
ÿ

i“0

@

fpΠDu
pn`iqq∆pn`i`1qW,ΠDφ

D

L2

¯rı

“: I1 ` I2, (40)

where we have set A :“ tφ P XD,0, }ΠDφ}L2 ` }∇Dφ}Lp ď 1u. We estimate the
first term I1 by using (3) and Lemma 3.1.

I1 ď CδtrDE
”

sup
φPA

´

`´1
ÿ

i“0

@

1` |∇Du
pn`i`1q|p´1, |∇Dφ|

D

L2

¯rı

ď Cptp`qqrE
“

sup
φPA

}∇Dφ}
r
L1

‰

` CδtrDE
”

sup
φPA

}∇Dφ}
r
Lp
`

`´1
ÿ

i“0

}∇Du
pn`i`1q}

p´1
Lp

¯rı

ď Cptp`qqr ` Cptp`qqr{pE
”´

ż tpn``q

tpnq
}∇Duptq}

p
Lp dt

¯r{p1ı

ď Cptp`qqr ` Cptp`qqr{pE
“

}∇Du}
pp´1qr
LppΘT q

‰

ď Cptp`qqr ` Cptp`qqr{p
`

E
“

}∇Du}
pr
LppΘT q

‰˘1{p1

ď Cptp`qqr{p. (41)

The last term I2 is estimated by using the Burkholder–Davis–Gundy inequality, (5)
and Lemma 3.1.

I2 ď CE
“

}

ż T

0

1rtpnq,tpn``qsptqfpΠDuptqqdW ptq}
r
L2

‰

ď CE
”´

ż T

0

1rtpnq,tpn``qsptqpF1}ΠDuptq}
2
L2 ` F2q dt

¯r{2ı

ď Cptp`qqr{2E
“

F
r{2
1 max

1ďnďN
}ΠDu

pnq}rL2 ` F
r{2
2

‰

ď Cptp`qqr{2. (42)

The estimate (38) follows from (40)–(42). The bound (39) follows by noticing that,
if t ă s P r0, T s and n ď r are such that t P ptpnq, tpn`1qs and s P ptprq, tpr`1qs, then
tpr´nq ď |s´ t| ` δtD.

For any t P r0, T s, there exists n P t0, ¨ ¨ ¨ , N ´ 1u such that t P ptpnq, tpn`1qs. Using
this notation, we define

MDptq :“M
pnq
D :“

n
ÿ

i“0

fpΠDu
piqq∆pi`1qW.
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The term fpΠDu
piqq∆pi`1qW corresponds to the noise term added at each time step

of the GS. The following lemma shows that MD is bounded in various norms.

Lemma 3.5. For any β P p0, 1{2q, for any r “ 2q with q P N, there exists C ě 0
such that

E
“

}MD}
2
Hβp0,T ;L2q

‰

ď C and E
“

}MD}
r
L8p0,T ;L2q

‰

ď C. (43)

Proof. It follows, in a similar way as (42), that

E
“

}M
pn``q
D ´M

pnq
D }rL2

‰

ď Cptp`qqr{2. (44)

Together with Lemma 6.2, this implies the first estimate. The second estimate
follows from the uniform bound of E

“

}ΠDu}
r
L8p0,T ;L2q

‰

and the Burkholder–Davis–

Gundy.

4. Tightness and construction of new probability space and
processes

In this section, we show that the sequence
 `

ΠDmum,∇Dmum,MDm ,W
˘(

mPN is
tight. To prove the tightness of MDm , we introduce the following space. For any
r ě 2, let us consider

Lrp0, T ;L2
wq :“ the space of r-integrable functions v : r0, T s Ñ L2, endowed

with the weakest topology such that, for all φ P L2, the mapping

v P Lrp0, T ;L2
wq ÞÑ Lrp0, T ;Rq Q xvp¨q, φyL2 is continuous.

In particular, vn Ñ v in Lrp0, T ;L2
wq if and only if for all φ P L2:

xvnp¨q, φyL2 Ñ xvp¨q, φyL2 in Lrp0, T ;Rq.

Let pφiqiPN Ă C8c pΘq be a dense sequence in L2 and equip the ball B of radius CB
in L2 with the following metric

dL2
w
pv, wq “

ÿ

iPN

minp1, |xv ´ w, φiyL2 |q

2i
for v, w P B.

It is easily checked that bounded sets in L8p0, T ;L2q are metrisable for the topology
of Lrp0, T ;L2

wq, with metric

dLrpL2
wq
pv, wq :“

˜

ż T

0

dL2
w
pvpsq, wpsqqr ds

¸1{r

.

To prove the tightness of ΠDmum, we define the following norm on XNm`1
Dm : for any

vm P X
Nm`1
Dm

}vm}Dm :“ }∇Dmvm}LppΘT q ` }ΠDmvm}Hβp0,T,L2q.

By Lemma 3.1 and Estimate (37), we have

E
“

}um}
q
Dm

‰

ď C, with q “ minp2, pq.

Since the norm } ¨ }Dm changes with m, we need to use Lemma 6.4 to establish the
tightness of tΠDmumumPN.
We now define the space E

E :“ Lpp0, T ;Lpq ˆ
`

Lpp0, T ;Lpqd
˘

w
ˆ Lrp0, T ;L2

wq ˆ Cpr0, T s;L
2q,
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where
`

Lpp0, T ;Lpq
˘

w
is the space Lpp0, T ;Lpq endowed with the weak topology.

The sequence
 `

ΠDmum,∇Dmum,MDm ,W
˘(

mPN is proved to be tight in the fol-
lowing lemma.

Lemma 4.1. The measures of law of
 `

ΠDmum,∇Dmum,MDm ,W
˘(

nPN on E are
tight.

Proof. Let us first establish a (deterministic) compactness result. Consider, for
a fixed constant C, the sets

KmpCq :“
 

v P ΠDmXDm,0 : Dwm P XDm,0 satisfying ΠDmwm “ v, }wm}Dm ď C

and

ż T´ρ

0

}vpt` ρq ´ vptq}2L2 dt ď Cρ, @ρ P p0, T q
(

and define

KpCq “

˜

ď

mPN
KmpCq

¸

X tv P L8p0, T ;L2q : }v}L8p0,T ;L2q ď Cu.

Each KmpCq is relatively compact in L1p0, T ;L1q since it is bounded in the finite-
dimensional space ΠDmXDm,0. Moreover, by the compactness of pDmqmPN (Def-
inition 2.5), [19, Proposition C.5] shows that any sequence tvmumPN satisfying
vm P KmpCq for any m P N is relatively compact in L1p0, T ;L1q. Hence, Lemma 6.4
shows that

Ť

mPNKmpCq, and thus KpCq is relatively compact in L1p0, T ;L1q. The
bound on }wm}Dm stated in KmpCq and the discrete Sobolev embeddings (Defini-

tion 2.8) ensure that KpCq is bounded in Lpp0, T ;Lp
˚

q for p˚ ą p. Together with
the bound in L8p0, T ;L2q and standard interpolation results, this proves that KpCq
is bounded in Lp̄p0, T ;Lp̄q for some p̄ ą p. Using again interpolation inequality,
this proves that the relative compactness of KpCq not only holds in L1p0, T ;L1q,
but also in Lpp0, T ;Lpq.
This compactness of KpCq, Lemma 6.3 and the bounds on tΠDmumumPN, t∇DmumumPN
and tMDmumPN stated in Lemma 3.1, (36), (37) and Lemma 3.5 imply the tightness
law of

 `

ΠDmum,∇Dmum,MDm ,W
˘(

mPN in E .

By using Jakubowski’s version of the Skorohod theorem [28, Theorem 2], we show
the almost sure convergence of

 `

ΠDmum,∇Dmum,MDm ,W
˘(

mPN, up to a change
of probability space, in the following lemma.

Lemma 4.2. There exists a new probability space pΩ,F ,F,Pq, a sequence of ran-
dom variables

`

rum,Mm,Wm

˘

mPN and random variables pu,M,W q on this space
such that

‚ rum P XDm,0 for each m P N,

‚
`

ΠDmrum,∇Dmrum,Mm,Wm

˘

takes its values in space E with the same laws,

for each m P N, as
`

ΠDmum,∇Dmum,MDm ,W
˘

,

‚ pu,M,W q takes its values in Lpp0, T ;W 1,p
0 pΘqqˆLrp0, T ;L2

wqˆCpr0, T s;L
2q,

‚ up to a subsequence as mÑ8,

ΠDmrum Ñ u a.s. in Lpp0, T ;Lpq, (45)

∇Dmrum Ñ ∇u a.s. in
`

Lpp0, T ;Lpqd
˘

w
, (46)

Mm ÑM a.s. in Lrp0, T ;L2
wq, (47)

Wm ÑW a.s. in Cpr0, T s;L2q, (48)
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‚ rum is a solution to the gradient scheme (Algorithm 2.2 with D “ Dm) in
which W is replaced by Wm.

Furthermore, up to a subsequence as m Ñ 8, for almost all t, s P p0, T q, for all
r ě 1,

ΠDmrumptq ´ΠDmrumpsq Ñ uptq ´ upsq in LppΩˆΘq, (49)

Mmptq ´Mmpsq Ñ Mptq ´Mpsq in LrpΩ;L2
wq. (50)

Proof. By using Jakubowski’s version of the Skorohod theorem [28, Theorem 2],
we find a new probability space pΩ,F ,F,Pq, a sequence of random variables on this
space

`

um, zm,Mm,Wm

˘

taking its values in space E with the same laws, for each

m P N, as
`

ΠDmum,∇Dmum,MDm ,W
˘

, and random variables pu, z,M,W q in E ,
so that up to a subsequence as mÑ8,

um Ñ u a.s. in Lpp0, T ;Lpq, (51)

zm Ñ z a.s. in
`

Lpp0, T ;Lpqd
˘

w
, (52)

and the convergences (47), (48) hold.
Since pum, zmq has the same law as pΠDmum,∇Dmumq, there exists rum P XDm,0
such that

um “ ΠDmrum, zm “ ∇Dmrum

and rum is a solution to the gradient scheme (Algorithm 2.2 with D “ Dm) in which
W is replaced by Wm. More precisely, for any n P t0, ¨ ¨ ¨ , Nm´ 1u and φ P XDm,0,

rum satisfies, P a.s.,

@

d
pn` 1

2 q

Dm rum,ΠDmφ
D

L2 ` δtD
@

apΠDmru
pn`1q
m ,∇Dmru

pn`1q
m q,∇Dmφ

D

Lp1 ,Lp

“
@

fpΠDmru
pnq
m q∆pn`1qWm,ΠDmφ

D

L2 . (53)

Furthermore, applying [19, Lemma 4.8] and the a.s. convergences (51) and (52),
the limit-conformity of pDmqmPN ensures that

z “ ∇u , ∇Dmrum Ñ ∇u a.s. in
`

LppΘT q
d
˘

w
, and u P Lpp0, T ;W 1,p

0 pΘqq. (54)

From (51)–(54) we obtain the first part of the lemma including (45) and (46).
We now prove (49) and (50) as the second part of the lemma. We obtain, from (8)–
(9), the coercivity of pDmqmPN and (43), for any q ě 1

sup
mPN

E
“

}ΠDmrum}
q
LppΘT q

` }ΠDmrum}
2
L8p0,T ;L2q ` }∇Dmrum}

p
LppΘT q

‰

` sup
mPN

E}Mm}
q
L8p0,T ;L2q

ď C. (55)

From (45), (47) and (55), we obtain the following result by applying the Vitali
theorem

ΠDmrum Ñ u in LppΩˆ p0, T q ˆΘq as mÑ8, (56)

Mm ÑM in LrpΩˆ p0, T q;L2
wq as mÑ8. (57)

Hence, up to a subsequence, one has (49) for almost all t, s P p0, T q. The conver-
gence (50) can be obtained from (57) using the classical a.e. extraction in Lrp0, T q
on the function t ÞÑ

ş

Ω
dL2

w
pMmptq ´Mptq, 0q

rdP.

The continuity of the stochastic processes u and M is showed in the following
lemma.
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Lemma 4.3. The stochastic processes u and M have continuous versions in Cpr0, T s, L2
wq

and Cpr0, T s, L2q, respectively.

Proof. The continuity of u will be proved using Kolmogorov’s test [14, Theorem
3.3]. Let pψiqiPN Ă C8c pΘqzt0u be a dense sequence in L2 and define the metric

pdL2
w
pv, wq “

ÿ

iPN

|xv ´ w, φiyL2 |

2i
for v, w P L2,

with φi :“ ψi{p}ψi}L pp`}∇ψi}Lpq, where we recall that pp “ maxt2, p1u. This metric
defines the weak topology of L2 on its closed balls, which are compact and thus
complete for this topology. To estimate the continuity of u, we start by estimating
pdL2

w

`

ΠDmumpsq,ΠDmumps
1q
˘

for 0 ď s ď s1 ď T .

We first define the interpolator PDm : W 1,p
0 pΘq X Lpp Ñ XDm,0 by

PDmφ :“ argminwPXDm,0

`

}ΠDmw ´ φ}L pp ` }∇Dmw ´∇φ}Lp
˘

. (58)

We have, for r ě 1,

E
„
ˇ

ˇ

ˇ

ˇ

ż

Θ

ˆ

ΠDmrumps
1,xq ´ΠDmrumps,xq

˙

φipxqdx

ˇ

ˇ

ˇ

ˇ

r

ď 2r´1E
„
ˇ

ˇ

ˇ

ˇ

ż

Θ

ˆ

ΠDmrumps
1,xq ´ΠDmrumps,xq

˙

ΠDmPDmφipxqdx

ˇ

ˇ

ˇ

ˇ

r

` 2r´1E
„
ˇ

ˇ

ˇ

ˇ

ż

Θ

ˆ

ΠDmrumps
1,xq ´ΠDmrumps,xq

˙ˆ

ΠDmPDmφipxq ´ φipxq

˙

dx

ˇ

ˇ

ˇ

ˇ

r

ď 2r´1E
„
ˇ

ˇ

ˇ

ˇ

ΠDmrumps
1,xq ´ΠDmrumps,xq

ˇ

ˇ

ˇ

ˇ

r

˚,D



p}ΠDmPDmφi}L2 ` }∇DmPDmφi}Lpq
r

` 2r´1E
„

}ΠDmrum}
r
L8p0,T ;L2q



}ΠDmPDmφi ´ φi}
r
L2 (59)

It follows from (58) and }φi}L pp ` }∇φi}Lp ď C that

}ΠDmPDmφi ´ φi}L2 ď CSDmpφiq ď C, and

}ΠDmPDmφi}L2 ` }∇DmPDmφi}Lp ď C.

Note that the bound SDmpφiq ď 1 is obtained selecting w “ 0 in the definition
of this quantity. We then estimate the right hand side of (59) using Lemmas 3.1
and 3.4 to obtain

E
„
ˇ

ˇ

ˇ

ˇ

ż

Ω

ˆ

ΠDmrumps
1,xq ´ΠDmrumps,xq

˙

φipxqdx

ˇ

ˇ

ˇ

ˇ

r

ď C
`

|s1 ´ s| ` δtDm
˘αr

` CSDmpφiq

ď C|s1 ´ s|αr ` CδtαrDm ` CSDmpφiq.

Recalling the definition of pdL2
w

and using Jensen’s inequality to write

pdL2
w
pu, vqr “

˜

ÿ

iPN

|xv ´ w, φiyL2 |

2i

¸r

ď
ÿ

iPN

|xv ´ w, φiyL2 |r

2i
,

we infer

E
„

pdL2
w

`

ΠDmrumpsq,ΠDmrumps
1q
˘r


ď C|s1 ´ s|αr ` C
ÿ

iPN

CδtαrDm ` SDmpφiq

2i
.
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Since δtDm Ñ 0 and SDmpφiq Ñ 0 for all i P N, while being uniformly bounded
as seen above, we can apply the dominated convergence theorem ont the last sum
to see that it tends to 0 as m Ñ 8. Together with (49) and Fatou’s lemma, this
implies, for a.e. s, s1,

E
„

pdL2
w

`

upsq, ups1q
˘r


ď C|s1 ´ s|αr.

By choosing r such that αr ą 1, we obtain the desired continuity of u by applying
the Kolmogorov test.
We now prove the continuity of M . It follows from (44) and the fact that Mm has
the same law as Mm that

E
“

}Mmps
1q ´Mmpsq}

r
L2

‰

ď Cp|s1 ´ s| ` δtDmq
r{2, (60)

and Er}Mm}
r
L8p0,T ;L2q

s ď C, which implies }Mm}
r
L8p0,T ;LrpΩ;L2qq

ď C. Esti-

mate (60) and the discontinuous Ascoli-Arzelà theorem [19, Theorem C.11] imply

Mm ÑM uniformly on r0, T s in pLrpΩ;L2qqw, as mÑ8,

and M P C
`

r0, T s; pLrpΩ;L2qqw
˘

. It follows from this convergence, (60), the weak
lower semicontinuity of norms and Fatou’s lemma that

E
“

}Mps1q ´Mpsq}rL2

‰

ď C|s1 ´ s|r{2.

The continuity of M follows immediately by choosing r ą 3 and applying the
Kolmogorov test.

5. Identification of the limit

In this section, we first find a representation of the martingale part M . Since M is
continuous from r0, T s to L2, the representation theorem in [14, Theorem 8.2] can
be used. We will check conditions of [14, Theorem 8.2] in the following lemma.

Lemma 5.1. The process t P r0, T s ÞÑ Mpt, ωq P L2 is a square integrable contin-
nuous martingale, with quadratic variaton defined for all a, b P L2 by

xxMptqyypa, bq “

ż t

0

x
`

fpuqQ1{2
˘˚
paq,

`

fpuqQ1{2
˘˚
pbqyK ds, (61)

for any t ě 0.

Proof. It follows from the fact that MDm is piecewise constant and the same laws
that Mm is piecewise constant for any m P N. Furthermore, for all t P r0, T s and P
a.e., Mm satisfies

Mmptq “
ÿ

0ďi δtDmăt

fpΠDmru
piq
m q∆

pi`1qWm.

Since rum is a solution to the gradient scheme (Algorithm 2.2 with D “ Dm), rum is
adapted to

FiδtDm :“ σtWmpk δtDmq, k “ 1, ¨ ¨ ¨ , iu,

and the process M
piq

m :“ Mmpi δtDmq defines a martingale with respect to this
filtration. In particular, we have the following identity

E
“`

xa,M
pjq

m yL2 ´ xa,M
piq

m yL2

˘

ψ
`

WmpδtDmq, ¨ ¨ ¨ ,Wmpi δtDmq
˘‰

“ 0 (62)
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for all 0 ď i ď j ď Nm and any bounded continuous function ψ : pL2qi Ñ R.
Furthermore, we obtain

E
„ˆ

xa,M
pjq

m yL2xb,M
pjq

m yL2 ´ xa,M
piq

m yL2xb,M
piq

m yL2

´
ÿ

i`1ďkďj

δtDm
@`

fpΠDmru
pkq
m qQ1{2

˘˚
paq,

`

fpΠDmru
pkq
m qQ1{2

˘˚
pbq

D

K

˙

ψ
`

WmpδtDmq, ¨ ¨ ¨ ,Wmpi δtDmq
˘



“ 0. (63)

Proof that M is a martingale: We have to show that for almost all 0 ď s ď t ď T ,

all K P N, any bounded continuous function φ defined on pL2qK , and for any choice
of times 0 ď s1 ă s2 ă ¨ ¨ ¨ ă sK ď s, the following relation holds

E
“`

xa,MptqyL2 ´ xa,MpsqyL2

˘

φ
`

W ps1q, ¨ ¨ ¨ ,W psKq
˘‰

“ 0. (64)

Let txu denote the floor of x for any x ě 0. For all 0 ď i ď K we have
X si
δtDm

\

δtDm Ñ si as mÑ8.

It follows from (48) and the continuity of φ that

φ

ˆ

W p
X s1

δtDm

\

δtDmq, ¨ ¨ ¨ ,W p
X sK
δtDm

\

δtDmq

˙

Ñ φ
`

W ps1q, ¨ ¨ ¨ ,W psKq
˘

(65)

as m Ñ 8, P-a.s. in pL2qK . For any m P N and δtDm ą 0 there exist l1, l2 P
t0, . . . , Nm ´ 1u such that s P ptpl1q, tpl1`1qs and t P ptpl2q, tpl2`1qs. From (62) we
obtain that

E
“`

xa,MmptqyL2 ´ xa,MmpsqyL2

˘

ψ
`

WmpδtDmq, ¨ ¨ ¨ ,Wmpl1 δtDmq
˘‰

“ 0, (66)

for any bounded continuous function ψ defined on pL2ql1 . Since t sK
δtDm

u ď l1, we can

choose ψ in (66) such that

ψ
`

WmpδtDmq, ¨ ¨ ¨ ,Wmpl1 δtDmq
˘

“ φ

ˆ

Wmp
X s1

δtDm

\

δtDmq, ¨ ¨ ¨ ,Wmp
X sK
δtDm

\

δtDmq

˙

.

We obtain (64) by taking limit of (66) as m tends to infinity and using the conver-
gences (50) and (65).

Proof of (61): From the definition of the quadratic variation [14, page 75], in order

to prove (61), we have to show that

E
„ˆ

xa,MptqyL2xb,MptqyL2 ´ xa,MpsqyL2xb,MpsqyL2

´

ż t

s

@`

fpuqQ1{2
˘˚
paq,

`

fpuqQ1{2
˘˚
pbq

D

K

˙

φ
`

W ps1q, ¨ ¨ ¨ ,W psKq
˘



“ 0. (67)

The above identity can be obtained by using the same arguments as in the proof
of (64) with the continuity of f , (56) and (63).
The continuity and square integrability of M follows from Lemma 4.3 and (55).

We now apply the continuous martingale representation [14, Theorem 8.2]. We
have showed that the limit process M satisfies its hypotheses. Hence, there exists

an enlarged probability space prΩ, rF, rPq, with Ω Ă rΩ and a Q-Wiener process ĂW
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defined on prΩ, rF, rPq such that M , u can be extended to random variables on this
space and, for every t ě 0,

Mpt, ¨q “

ż t

0

fpuqps, ¨qdĂW psq. (68)

We are ready to prove the main theorem.
Proof of Theorem 2.11.
For any t P r0, T s, there exists k P t0, ¨ ¨ ¨ , Nm ´ 1u such that t P ptpkq, tpk`1qs. For

any ψ P W 1,p
0 pΘq X LpppΘq, we take the sum of (53) from n “ 0 to n “ k with test

function φ :“ PDmψ (recall the definition (58) of PDm) to obtain, P a.s.,
@

ΠDmrumptq,ΠDmPDmψ
D

L2 ´
@

ΠDmu
p0q,ΠDmPDmψ

D

L2

`

k
ÿ

n“0

δtD
@

apΠDmru
pn`1q
m ,∇Dmru

pn`1q
m q,∇DmPDmψ

D

L2

“
@

Mmptq,ΠDmPDmψ
D

L2 . (69)

By consistency of pDmqmPN (Definition 2.3) we have ΠDmPDmψ Ñ ψ in Lpp. Hence,
Equations (49) and (50) show that, for almost every t,

@

ΠDmrumptq,ΠDmPDmψ
D

L2 Ñ
@

uptq, ψ
D

L2 in LppΩq
@

Mmptq,ΠDmPDmψ
D

L2 Ñ
@

Mptq, ψ
D

L2 in LrpΩq. (70)

Moreover, we also have
@

ΠDmu
p0q,ΠDmPDmψ

D

L2 Ñ
@

u0, ψ
D

L2 . (71)

It remains to prove the convergence of the last term in the left hand side of (69).
We first note that

k
ÿ

n“0

δtD
@

apΠDmru
pn`1q
m ,∇Dmru

pn`1q
m q,∇DmPDmψ

D

L2

“

ż t

0

@

apΠDmrumpsq,∇Dmrumpsqq,∇DmPDmψ
D

Lp1 ,Lp
ds

`

ż rt{δtDm sδtDm

t

@

apΠDmrumpsq,∇Dmrumpsqq,∇DmPDmψ
D

Lp1 ,Lp
ds. (72)

Since ∇DmPDmψ Ñ ∇ψ in Lp, the a.s. convergences (45) and (46) enable us to
apply the standard Minty argument (as in, e.g., [19, Proof of Theorem 5.19 (Step
3)]) to get the a.s. convergence of the first term in the right hand side of (72): for
any t P r0, T s, P-a.s.,

ż t

0

@

apΠDmrumpsq,∇Dmrumpsqq,∇DmPDmψ
D

Lp1 ,Lp
ds

Ñ

ż t

0

@

apupsq,∇upsqq,∇ψ
D

Lp1 ,Lp
ds. (73)

The expectation of the last term in the right hand side of (72) tends to zero as
mÑ8. Indeed, by using (3), Hölder inequality and (55) we obtain

E
“
ˇ

ˇ

ż rt{δtDm sδtDm

t

@

apΠDmrumpsq,∇Dmrumpsqq,∇DmPDmψ
D

Lp1 ,Lp
ds
ˇ

ˇ

‰
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ď CE
“

ż rt{δtDm sδtDm

t

ż

Θ

p1` |∇Dmru
pk`1q
m |p´1q|∇DmPDmψ| dx ds

‰

ď CδtDm}∇DmPDmψ}L1

` CE
“

ż rt{δtDm sδtDm

t

}∇Dmru
pk`1q
m }

p´1
Lp }∇DmPDmψ}Lp ds

‰

ď CδtDm

` CE
“`

ż rt{δtDm sδtDm

t

}∇Dmru
pk`1q
m }

p
Lp ds

˘pp´1q{p`
ż rt{δtDm sδtDm

t

ds
˘1{p‰

ď CδtDm ` CpδtDmq
1{pE

“

ż rt{δtDm sδtDm

t

}∇Dmru
pk`1q
m }

p
Lp ds

‰pp´1q{p

ď CδtDm ` CpδtDmq
1{pE

“

ż T

0

}∇Dmrumpsq}
p
Lp ds

‰pp´1q{p

ď CpδtDm ` pδtDmq
1{pq,

which implies
ż rt{δtDm sδtDm

t

@

apΠDmrumpsq,∇Dmrumpsqq,∇DmPDmψ
D

Lp1 ,Lp
dsÑ 0 in L1pΩq

(74)
Using (70)–(74) and (68), we pass to the limit in (69) to see that u satisfies (4) in

Definition 2.9, with ĂW instead of W .

6. Appendix

Lemma 6.1. Let α ą 0, q ą 0 and pE, dEq be a metric space. Assume that
g : r0, T s Ñ E is piecewise constant with respect to the partition ptpnqqn“0,...,N

and that, for all ` “ 1, . . . , N ´ 1, denoting by gpnq the constant value of g on
ptpnq, tpn`1qs,

δtD

N´`
ÿ

n“1

dEpg
pn``q, gpnqqq ď Cptp`qqα. (75)

Then, there exists a constant C 1 not depending on g or δtD such that
ż T´ρ

0

dEpgpt` ρq, gptqq
q dt ď C 1σpρ, δtDq,

for any ρ P r0, T s, where

σpρ, δtDq “

#

ρα if α P p0, 1s

ρα ` pδtDq
α´1ρ if α ą 1.

Proof. (i) ρ P p0, δtDs.

For any t P r0, T ´ ρs, there exists n P t1, ¨ ¨ ¨ , Nu such that t P ptpn´1q, tpnqs. If
t P ptpn´1q, tpnq ´ ρs, then t ` ρ P ptpn´1q, tpnqs and gpt ` ρq “ gptq “ gpnq, so that
dEpgpt`ρq, gptqq “ 0. If t P ptpnq´ρ, tpnqs, then t`ρ P ptpnq, tpn`1qs and gptq “ gpnq,
gpt`ρq “ gpn`1q, so that dEpgpt`ρq, gptqq “ dEpg

pn`1q, gpnqq. Therefore, from (75)
with ` “ 1 we have
ż T´ρ

0

dEpgpt` ρq, gptqq
q dt “ ρ

N´1
ÿ

n“1

dEpg
pn`1q, gpnqqq ď ρCptp1qqαδt´1

D “ Cρδtα´1
D
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ď

#

Cρα if α P p0, 1s

Cδtα´1
D ρ if α ą 1.

Above, in the case α ď 1, we have concluded by writing ρδtα´1
D “ pρ{δtDq

1´αρα ď
ρα, since ρ ď δtD.
(ii) ρ ą δtD.

In this case, we can find 1 ď ` ď N ´ 1 and ε P p0, 1q such that ρ “ δtDp` ` εq.
For any t P r0, T ´ ρs, there exists n P t1, ¨ ¨ ¨ , N ´ `u such that t P ptpn´1q, tpnqs.
If t P ptpn´1q, tpnq ´ δtDεs, then t` δtDε P pt

pn´1q, tpnqs and t` ρ P ptpn´1``q, tpn``qs.
If t P ptpnq ´ δtDε, t

pnqs, then t ` δtDε P pt
pnq, tpn`1qs and t ` ρ P ptpn``q, tpn```1qs.

Therefore, from (75) we have

ż T´ρ

0

dEpgpt` ρq, gptqq
q dt “

N´`´1
ÿ

n“1

“

ż tpnq´δtDε

tpn´1q

dEpg
pn``q, gpnqqq dt

`

ż tpnq

tpnq´δtDε

dEpg
pn```1q, gpnqqq dt

‰

`

ż tpN´`q´δtDε

tpN´`´1q

dEpg
pNq, gpN´`qqq dt

ď δtDp1´ εqCδt
´1
D ptp`qqα ` δtDεCδt

´1
D ptp``1qqα

ď Cp1` 2αqptp`qqα

ď Cp1` 2αqρα,

which concludes the proof of this lemma.

The following lemma is a consequence of Lemma 6.1.

Lemma 6.2. Let 0 ă α ď 1, q ą 0 and 0 ă β ă α{q. Let g : r0, T s Ñ E be
piecewise constant with respect to the partition ptpnqqn“0,...,N , and let gpnq be its

constant value on ptpnq, tpn`1qs. Assume that, for all ` “ 1, . . . , N ´ 1,

E
”

δtD

N´`
ÿ

n“1

}gpn``q ´ gpnq}qL2

ı

ď Cptp`qqα.

Then, there exists a constant C 1 not depending on g neither on δtD such that

E
“

}g}q
Wβ,qpr0,T s;L2q

‰

ď C 1.

Proof. Using the same arguments as in Lemma 6.1 and adding the expectation
on estimates, we also obtain from the assumption on g that

E
”

ż T´ρ

0

}gpt` ρq ´ gptq}qL2 dt
ı

ď Cρα. (76)

This implies that

E
“

}g}q
Wβ,qpr0,T s;L2q

‰

“ E
”

ż T

0

`

ż T´ρ

0

}gps` ρq ´ gpsq}qL2 ds
˘ dρ

ρ1`βq

ı

ď C

ż T

0

ρα´βq´1dρ “ CTα´βq.
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Lemma 6.3. Let β P p0, 1q. For any r ě 1, the following embedding is compact:

Hβp0, T ;L2q X L8p0, T ;L2q
c

ãÑ Lrp0, T ;L2
wq

where the space Lrp0, T ;L2
wq and its topology are defined in Section 4.

Proof. For any bounded sequence twmumPN in Hβp0, T ;L2qXL8p0, T ;L2q, there
exists w P Hβp0, T ;L2q X L8p0, T ;L2q such that

wm Ñ w weakly in Hβp0, T ;L2q X L2p0, T ;L2q

up to a subsequence. Let vm “ wm ´ w. It is sufficient to prove that tvmumPN
converges to zero in Lrp0, T ;L2

wq.
For any L P N, let η :“ T {L. We define the picewise constant function vηm by

vηm
ˇ

ˇ

r`η,p``1qηq
:“

1

η

ż p``1qη

`η

vmpsq ds

We note that tvmumPN is bounded in Hβp0, T ;L2q. By using the Minkowski’s
integral inequality, we deduce

}vηm ´ vm}
2
L2p0,T ;L2q “

L´1
ÿ

`“0

ż p``1qη

`η

ż

Θ

˜

1

η

ż p``1qη

`η

vmps, xq ´ vmpt, xq ds

¸2

dx dt

ď

L´1
ÿ

`“0

ż p``1qη

`η

ż p``1qη

`η

}vmpsq ´ vmptq}
2
L2 ds dt

ď Tη2β
L´1
ÿ

`“0

ż p``1qη

`η

ż p``1qη

`η

}vmpsq ´ vmptq}
2
L2

|t´ s|2β`1
ds dt

ď Tη2β}vm}
2
Hβp0,T ;L2q ď Cη2β .

Using the boundedness of vηm ´ vm in L8p0, T ;L2q and an interpolation inequality
of Lrp0, T q between L8p0, T q and L2p0, T q, we infer

}vηm ´ vm}Lrp0,T ;L2q ď Cη
2β
r . (77)

On the other side,

dLrpL2
wq
pvηm, 0q

r “

ż T

0

dL2
w
pvηmpsq, 0q

r ds “
L´1
ÿ

`“0

η dL2
w
pvηm

ˇ

ˇ

r`η,p``1qηq
, 0qr, (78)

and, for any 0 ď ` ď L´ 1 and φ P L2, by weak convergence of vm in L2p0, T ;L2q,
ż

Θ

vηm
ˇ

ˇ

r`η,p``1qηq
pxqφpxq dx “

1

η

ż T

0

ż

Θ

vmpt, xq1
ˇ

ˇ

r`η,p``1qηq
ptqφpxq dt dx Ñ 0

as m tends to infinity. Plugged into (78), this implies, for all η,

dLrpL2
wq
pvηm, 0q Ñ 0 as mÑ8. (79)

Using (77), we obtain

dLrpL2
wq
pvm, 0q ď dLrpL2

wq
pvm, v

η
mq ` dLrpL2

wq
pvηm, 0q ď Cη

2β
r ` dLrpL2

wq
pvηm, 0q.

We first take the superior limit as m tends to infinity of the above inequality,
use (79) and then let η tend to zero to obtain dLrpL2

wq
pvm, 0q Ñ 0 as mÑ8, which

completes the proof.
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Lemma 6.4. Let A be a complete metric space and tKmumPN be a sequence of
compact sets in A. Then

Ť

mPNKm is relatively compact in A if and only if, for
any sequence txmumPN such that xm P Km for all m, the set txm : m P Nu is
relatively compact in A.

Proof. Let Z :“
Ť

mPNKm. If Z is relatively compact in A, then txm : m P Nu
is also relatively compact in A since it is included in Z. We now prove the converse
statement, by way of contradiction.
Let ε ą 0 and assume that Z is not covered by a finite number of balls of radius ε.
Since each Km is compact it has a finite covering Km Ă

Ť

iPIm
Bi by balls of radius

ε. Let m1 “ 1 and take xm1 P Km1 . By assumption, Z is not covered by
Ť

iPI1
BiY

Bpx1, εq so there is m2 P N and xm2
P Km2

such that xm2
R
Ť

iPI1
Bi Y Bpxm1

, εq;
in particular, xm2 R Km1 so m2 ą m1 “ 1 and dpxm1 , xm2q ě ε. Still using the
assumption Z Ć

Ťm2

`“1

Ť

iPI`
Bi YBpxm1

, εq YBpxm2
, εq so we can find m3 P N and

xm3
P Km3

such that xm3
R
Ťm2

`“1

Ť

iPI`
Bi YBpxm1

, εq YBpxm2
, εq; since each K`,

for ` “ 1, . . . ,m2, is contained in
Ť

iPI`
Bi, we infer that xm3

R
Ťm2

`“1K`, and thus

that m3 ą m2; additionally, dpxm1
, xm3

q ě ε and dpxm2
, xm3

q ě ε.
Continuing the construction, we design a strictly increasing sequence pmkqkPN of
natural numbers and a sequence pxmkqkPN such that xmk P Kmk for all k P N, and

dpxmk , xmj q ě ε @k ­“ j. (80)

The sequence pxmkqkPN is incomplete, but can easily be completed into a sequence
pxmqmPN with xm P Km for all m P N. The assumption then tell us that txmk :
k P Nu Ă txm : m P Nu is relatively compact. We should then be able to extract
from pxmkqkPN a converging subsequence, which contradicts the property (80) and
completes the proof.
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[10] Z. Brzeźniak, E. Carelli, and A. Prohl. Finite-element-based discretizations of the incompress-
ible navierstokes equations with multiplicative random forcing. IMA Journal of Numerical

Analysis, 33(3):771–824, 01 2013.

[11] E. Carelli and A. Prohl. Rates of convergence for discretizations of the stochastic incom-
pressible navier–stokes equations. SIAM Journal on Numerical Analysis, 50(5):2467–2496,

2012.

[12] C. Carstensen, W. Liu, and N. Yan. A posteriori error estimates for finite element approx-
imation of parabolic p-Laplacian. SIAM Journal on Numerical Analysis, 43(6):2294–2319,

2006.

[13] B. Cockburn, B. Dong, J. Guzmán, M. Restelli, and R. Sacco. A hybridizable discontinu-
ous Galerkin method for steady-state convection-diffusion-reaction problems. SIAM J. Sci.

Comput., 31(5):3827–3846, 2009.
[14] G. Da Prato and J. Zabczyk. Stochastic equations in infinite dimensions, volume Second

edition. Cambridge: Cambridge University Press, 2014.

[15] A. Debussche, M. Hofmanova, and J. Vovelle. Degenerate parabolic stochastic partial differ-
ential equations: quasilinear case. Ann. Probab., 44(3):1916–1955, 2016.

[16] D. A. Di Pietro and J. Droniou. The Hybrid High-Order Method for Polytopal Meshes:

Design, Analysis, and Applications, volume 19 of Modeling, Simulation and Applications.
Springer International Publishing, 2020.

[17] D. A. Di Pietro, J. Droniou, and G. Manzini. Discontinuous skeletal gradient discretisation

methods on polytopal meshes. J. Comput. Phys., 355:397–425, 2018.
[18] J. Droniou. Finite volume schemes for diffusion equations: introduction to and review of

modern methods. Math. Models Methods Appl. Sci., 24(8):1575–1619, 2014.
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